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ABSTRACT

In Part I, a calculated curve representing the noise temperature of a typical
directive antenna in the frequency range 100 to 10,000 Mc is presented, together
with the method and details of calfculation. Representative environmenta] conditions
and antenna pattern characteristics are assumed. Since antenna noise temperature
averaged over all galactic directions is not directly affected hy the antenna gain and
beamwidth, this curve may be used as an approximation for any directive antenna in
this frequency range. The values gLen by this curve may be readily modified for
other assumed or actual conditions.

Part II presents a methodology for utilizing this antenna noise temperature in
calculation of a receiving-system noise temperature, from which the total system
noise powL r output and the signal-to-noise power ratio may conveniently be com-
puted. Basic concepts and definitions are first reviewed and then applied to develop-
ment of equations for the noise temperatures of system components and an overall
system of cascaded components, referred to an arbitrary point within the system.

The needfor definition of both the spot (frequency-clependent) noise temperature
and the average temperature over a passoand is pointed out, and also the need for
definition of atransducer noise temperature that represents only the intrinsic trans-
ducer noise. The IRE-defined input noise temperature of a twoport transducer is
interpreted to include, in the case of a multiple-input-response transducer, the ef-
fect of noise power contributed by a standard-temperature input termination via the
spurious responses. For the purposes of this report. a quantity called "principal-
response effective input noise temperature" is defined. It is equivalent to the IRE-
defined temperature with the contribution of the input termination (via the spurinis
responses) deleted.

The use of system noise temperalure for comparing the low-noise merit of dif-
ferent systems is discussed. It is pointed out that for this purpose the system tem-
perature must be referred to the system input terminals, and that these terminals
must be defined to precede all system elementS that result in dissipative loss. in-
cluding loss that may occur in the antenna structure. Moreover, if the antenna is
included as part of a system being thus rated, some standard or convention as to the
noise environment (such as the assumptions made in calculating the curve in Part I)
is needed.
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ABSTRACT (Continued)

The calculation of received signal power for various types of systems (one-way
radio., monostatic and bistatic radar, satellite-reflection communication) is briefly
reviewed, to show howthe system noise temperature may be used for signal-to-noise-
ratio calculation. The case in which signal power may be simultaneously received
via more than one input response channel of a multiple-response receiver (as in
radiometry) is briefly considered.

The report is basically oriented to the problem of radar maximum range calcu-
lation, but has application to radio receiving systems in general.

PROBLEM STATUS

The work described in this report is a part ofa more comprehensive and contin-
uing project. This is a final report on this phase of the project.

AUTHORIZATION

NRL Problem R02-05
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ANTENNA AND RECEIVING-SYSTEM
NOISE-TEMPERATURE CALCULATION

FOREWORD

The procedure to be described is applicable to both radar and general radio receiving-
system noise-temperature calculation. The immediate application for which it was devised
is that of radar maximum range calculation. The development of a standardized procedure
for radar range calculation was undertaken some time ago at the Naval Research Labora-
tory, partly to meet the Laboratory's own needs, and partly because there seemed to be a
need for a method that could be used as a'standard by contractors submitting radar sys-
tem proposals to the Navy Bureaus. The work has been encouraged and partially spon-
sored by the Bureau of Ships.

In preliminary reports of this undertaking (1,2), an antenna temperature curve was
offered for use in general radar range calculation, in conjunction with an equation for a
system noise temperature, but without detailed explanation. This report provides the ex-
planation, together with additional details for calculating the system noise temperature of
relatively complicated systems. This Is the third in a series of reports on details of the
range calculation procedure presented in Refs. 1 and 2. The first two dealt with tropo-
spheric absorption loss (3) and tropospheric refraction (4).

Part I considers the problem of antenna noise-temperature calculation, and gives the
method and assumptions for calculating an antenna temperature curve as a function of the
radio frequency and the antenna beam elevation angle. The curve thus calculated may be
used in radio or radar system performance calculation. Part II discusses'the principles
and procedure for utilizing the antenna noise temperature value (whether obtained from a
standard curve or otherwise determined) in an evaluation of the total system noise power
(system noise temperature), and of the signal-to-noise ratio.

As the references indicate, much has been written by others on the subject of noise
temperature. The principal purpose of the present report is to justify In some detail the
noise-temperature aspect of a previously published procedure for radar range calculation.
It seemed necessary because there has been some confusion concerning noise temperature
principles and definitions. Although some excellent papers have been written to clarify
specific aspects of the subject, there has not been one, to the author's knowledge, which
would serve the present purpose. The aim is primarily to give a coherent formulation of
already established ideas, adhering as closely as possible to accepted definitions and
terminology.

In a few cases, however, it has seemed niecessary to employ definitions, notation, and
terminology that are not part of the standard or accepted usage. For example, in the IRE
standards, the distinction between spot and average noise factors has not been carried
over into the realm of noise-temperature definition, at least not explicitly, but in writing
this report it became evident that a similar differentiation must be made for noise temper-
ature, and this has been done. The terms spot-frequency noise temperature and average
noise temperatura have been used, although this is not a customary practice In the litera-
ture. Possibly some better terminology could be devised.

Also, a departure has been made from the standard definition of transducer (receiver)
input noise temperature. There is some confusion about the present IRE definition as it
applies to a multiple-response (heterodyne) transducer; the interpretation made here, on

1



2 NAVAL RESEARCH LABORATORY

the basis of its defined relationship to the IRE noise factor, assumes that the IRE defini-
tion expresses the noise contribution of a standard-temperature input termination via the
spurious responses, in addition to the intrinsic transducer noise. This definition is not
suitable for system noise-temperature calculation in the multiple-response case, and the
redefinition made for the purposes of this report expresses only the intrinsic transducer
noise; it Is equivalent to the IRE-defined temperature with the spurious response input-
termination-noise -temperature contribution deleted.

As these comments imply, the noise-temperature method of calculating and repre-
senting the noise performance of receiving systems has not yet been fully developed and
standardized. It is hoped that this standardization may soon be accomplished, even though
some parts of the present report might thereby become outmoded.*

In the matter of notation, apology is offered for using the symbol RF for the noise
factor, Instead of the IRE-approved F. This was done because F had already been as-
signed to the pattern-propagation factor in the radar equation, in previous reports of
this series (1,2). The notation TN has been used for the system noise temperature, instead
of T., because T. is used to denote the noise temperature of the sun.

*.When this report was almost completed, a paper which parallels some of the ideas of
Part I1 was presented by a panel at the IRE PGMTT 1961 National Symposium. This paper,
listed as Ref. Z8, also attempts an integration of noise-temperature concepts from the
system point of view. There are however some differences in the approach of the PGMTT
panel, especially in the bandwidth referencing of their system noise temperature (which
they call system operating noise temperature, T ") and of their effective input noise
temperature of a multiple-response transducer (which they call broad-band effective
input noise temperature, T ). (The analogous quantities of the present report are system
noise temperature, TN , ancY principal-response input noise temperature, T Despite
these differences, the basic system-noise-temperature philosophies are the same. The
appearance of the PGMTT panel's paper stimulated a more thorough treatment of the
prohlem of multiple-response receivers in this report. (Originally, only the case of a
single image response had been treated.) Also, discussion with one of the panel members,
M.T. Lebenbaum of Airborne Instruments Laboratory, helped to clarify aspects of the
noise-temperature noise-factor relationship for rnmltiple-response systems, as expressed
by Eqs. (32), (33). (35), and (36); however, responsibility for the correctness of these
equations, which may be controversial, rests with the autho::. The reasoning on which
these equations are based is given in Appendix A.



PART I ANITi'NNA NOISE TEMPERATURE

INTRODUCTION

The noise received by a radio or radar system from natural external radiating sources
has become of increasing practical importance in recent years, as receivers have been
improved and internal noise has been minimized. The external noise now often sets the
limit on system performance, even at the microwave frequencies.

Since the discovery of cosmic noise by Jansky In 1932, many studies of this external
noise have been made, resulting in data on which engineers may base estimates of system
performance. However, the evaluation of all the contributing factors in a specific case is
a difficult and complicated task. Often, engineers wish to make a system performance
calculation which takes the "antenna noise" into account in a general way, without the
necessity of a detailed investigation. The curve presented In this report (Fig. 1) allows
this to be done. For many applications the accuracy provided by this curve will be ade-
quate. In cases where better accuracy is needed, simple modification of the values given
by the curve may be made, to allow for conditions different from those assumed In com-
puting it. In special cases, complete calculation of the antenna temperature may be
required, using methods similar to that used for calculating the curve. In still other
cases, measurement of the antenna temperature may be feasible. These procedures are
stated in increasing order of difficulty and reliability of the final result. Use of a curve
such as Fig. 1 is an approximation procedure, but it Is a considerable improvement
compared to ignoring antenna noise, or assuming a constant value at all frequencies.

The curve assumes a surface-based antenna - that is, one within perhaps a few
hundred feet of the earth's surface. The principal effect of this assumption is that the
entire earth's atmosphere is interposed between the antenna and extraterrestrial noise
sources. The amount of noise received from ground radiation is also affected. The curve
is not applicable to airborne radar antennas nor to ground-based antennas at extremely
high altitudes, although the error incurred by using it in these cases would be serious
only at the microwave frequencies. The ensuing discussion will provide a basis for making
the corrections that would be necessary in the case of a high-altitude antenna.

The frequency limits of the curve were chosen to correspond to the frequency region
of primary interest for long-range search radar. However, both lower and higher fre-
quencies are of use In radar as well as other applications. The curve could be extended
in both directions by application of the principles to be discussed. At frequencies below
100 Mc, however, the ionosphere plays an Increasing role, both as an absorber of cosmic
noise and as a generator of noise. The great variability of the ionosphere's characteris-
tics, especially diurnally, makes a single curve for antenna temperature a somewhat
dubious concept in this frequency region. At frequencies above 10,000 Me, the great
variability of the water-vapor content of the lower troposphere, on which the tropospheric
absorption and noise generation strongly depend, imposes a similar questionableness on
the value of a single curve.

Definition of Antenna Noise Temperature
U* has b-ecore the accepted practice to represent the noise power received by an

antenna from permanent external radiating sources by an effective antenna noise temper-
ature, T•. The noise from these permanent sources is similar In character to thermal
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noise, and combines with the internal receiver noise in a simple additive manner. The
word "permanent" here implies that temporary or sporadic sources of noise (e.g., jam-
mning signals and other man-made noise) are not considered, and are ordinarily not
treated by the antenna-te mperature method.

The antenna noise temperature is a fictitious absolute (Kelvin) temperature such that
the received noise power per unit bandwidth (spectral power density) is

Sa =kT8  (1)

where k is Boltzmann's constant (1.38 x 10- 23 watt-seconds per degree). The power in a
bandwidth B is then k T. B. S. is the "available" power density, or that which would be
delivered to a matched load, as discussed in Part II. The theoretical basis of the antenna-
temperature concept is given in radio astronomy texts, such as that of Pawsey and
Bracewell (5).

Receiving-System Noise Temperature

Part II deals with the general problem of computing the total noise power and signal-
to-noise ratio, employing the concept of a system noise temperature. Here the general
procedure will be outlined very briefly, as background for the discussion of antenna noise
temperature.

The total noise power in the receiving systcm may be represented by a system noise
temperature, TN, such that the total available noise power referred to the receiver input
terminals is k TN 1, where B, is the receiver noise bandwidth. The referral concept is
discussed in Part II. As shown there, the system noise temperature may be referred to
any point in the system with equal usefulness for output signal-to-noise-ratio calculation.
For some purposes the receiver input is nui an appropriate reference point, but it is a
customary one and is assumed in this part of the report.

Generally, T, may be regarded as the sum of three components: (a) the contribution
of the antenna due to reception of noise from external radiating sources, (b) the thermal
noise generated due to dissipative losses in the receiving transmission-line system, and
(c) the noise from sources internal to the receiver itself. Each of the latter two contribu-
tors is assigned an effective noise temperature, called respectively receiving-transmission-
line output noise temperature, T., and effective receiver input noise temperature, T,.

This division of the receiving system into three components. shown schematically in
Fig. 2, is arbitrary. For example, any point in the system could be called the receiver
input terminals, and often the antenna system contains transmission line. Thus it isquite
possible, by definition, to eliminate the second component, the transmission line. But
generally, in practical systems, it is identifiable as a separate entity, and It is so treated
here. As a matter of fact, for a reason discussed in detail in Part II, the transmission
line is here regarded as beginning at the reception surfaces of the antenna, so that any
dissipative losses in what could be considered the antenna are called transmission-line
losses.

The power loss factor'. of the transmission-line system, L,, figures importantly inthe
system noise-temperature calculation. First, this loss acts to reduce the amount of
antenna noise power reaching the receiver input terminals. Hence the additive contribution
of the antenna temperature to the system noise temperature is '1/Lr, rather than T.
directly. Second, the magnitude of the transmission-line loss factor directly affects the
transmission-line noise temperature, Tr.

*Power loss factor is defined as the ratio of power input to power output of the lossy device

or component.
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Fig. 2 - Components of a basic receiving system

The formula for the system noise temperature TN of a single-response system*' is

Tt , T'/L, + T +r (2)

The formula for the transmission-line output noise temperature Tr is

Tr = Tt (I - /Lr) (3)

where Tt is the thermodynamic (thermal) temperature of the lossy elements of the line.
The effective Input noise temperature of the receiver, Te , Is defined in terms of the
receiver noise factor, WP:

T, = (NT - 1) To (4)

where T. = 290'K is the reference temperature for receiver noise factor r,,ensurement.
The theoiretical basis of these equations is given in Part II, together with more precise
definitions of the quantities involved.

The quantities L,, T,, and NP or T, may in general be measured or estimated for a
particular system. It then remains to evaluate T..

Concept of an Antenna-Tenmpe ratu re Curve

The effective antenna noise temperature, T., may be compuied for a particular an-

tenna in a particular environment by well-known methods, but the exact procedure isquite
complicated and tedious. Fortunately, if an antenna has a unidirectional pattern that is not
extremely broad, as do the majority of antennas above 100 Mc, the beamwidth and gain
have little or no effect on its noise temperature (averaged over all galactic directions)
under ordinary circumstances. Therefore it is possible to calculate an antenna noise
temperature, as a function of frequency, that is approximately applicable to any typical
directional radar or radio antenna.

In the uhf region and above, It is necessary to introduce an additional dependence upon
the beam elevation angle. In this frequency region the antenna temperature is partly due
to thermal noise generated in the absorptive gases of the atmosphere. The absorption,

and hence the noise power, is dependent upon the thickness of the atmospheric path trav-
ersed by the antenna beam, and hence upon the beam elevation angle. It is for this reason
that the curve in Fig. 1 diverges into several branches, corresponding to specific elevation
angles, above about 400 Me.

Antenna noise temperature curves generally resembling the one presented here have
been published by several other authors (6-8), but these have been primarily designed to
show the general trend of the temperature with frequency, to aid in the selection of an
optimum frequency of operation for specific purposes. They are not adapted to numerical
use in radar or radio system performance calculation, the purpose for which Fig. 1 is
intended.

W-Methods of calculating the noise temperature ol a multiple-response system are given in

Part II. The definition of receiver input temperature given by Eq. (4) is not applicable to

Eq. (Z) in the case of a multiple-response system, and modification of the first two terms

must also be made.
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"1o,, a r1great many performance-calculation purposes, It is not as important to obtain
a result that Is applicable to a particular operating site at a particular time as it is to
emplOy somne reasonable assumption concerning the noise environment that has been
adopted as standard. (A similar statement is true of many of the other environmental
conditions, some of which are also discussed in1 previous reports of this series (1-4).)
The curve presented here may serve as an interim standard for such purposes. Ulti-
mately it may prove desirable to have official noise-environment standards, based on
similar though not necessarily identical assumptions as those made for Fig. 1, adopted by
some appropriate agency or professional organization.

In the ensuing pages, much Information that is available elsewhere will be presented.
This is done to establish clearly the basis on which the antenna temperature curve was
computed. The sources of the information are given specifically wherever practicable.
The list of references at the end of the report gives all the sources of material utilized.
In general, the detailed theoretical derivation of equations is not given in Part I, since
they are available in the references (5,9-13). However, Part II does present detailed
analysis of a few matters on which the author has been unable to find satisfactorily
detailed explanations elsewhere.

EQUATIONS AND DATA FOR ANTENNA-TEMPERATURE CALCULATION

In the expression for the effective system noise temperature, TN, Eq. (2), the quantity
Ta is the only one not determinable by measurements made on components of the radar or
radio receiving system in the laboratory. It is basically determined by the environment
rather than by the system, although for a given environment it is possible to minimize T
by minimizing antenna side lobes and back lobes. Here the assumption of typical side- and
back-lobe levels is made.

The following outline of the theory of calculating antenna noise temperature is cursory.
The reader unacquainted with the subject who wishes a more detailed treatment will find
It In any of several references at the end of this report. The purpose here is to show very
briefly how the working for mulaas used in calculating Fig. 1 were developed.

The effective antenna noise temperature is the composite result of all the natural
radiating notse. snurces within the total pattern of the antenna, which in general extends
over 4n steradians even though the main beam may be confrined to a small part of this solid
angle. These sources include, usually, the cosmos, the sun, the ionosphere, the tropo-
sphere, and the ground or earth, which includes the sea as well as solid ground, and such
structures as buildings and ships.

Each of these separate radiating sources has a "noise temperature" for which the
notation Tc, Ts, TG, etc., will be employed (where the subscripts stand for cosmic, solar,
ground, etc.). This quantity is equal to the antenna noise temperature that would result if
the source were viewed by an "ideal" antenna having a power pattern confined solely to
this source.

But practically, antennas have patterns that include side and back lobes, and the main beam
itself may be only partially "filled" by a particular source. The result is that each source
contributes to the effective antenna noise temperature something less than its own effective
noise temperature. If in general there are n sources contributing to the total antenna noise
temperature, the contribution of the i 1h source will be designated T., •, the total being the
SUM.• Of "hO1 C • COitibutiunM.

If a cosmic source is viewed through a lossy (absorptive) propagation medium, the
propagation loss attenuates the noise from the cosmic source, but adds a further thermal
noise contribution of its own, proportional to the fractional absorption and to the absolute
thermal temperature of the medium. If the medium is at a uniform thermal temperature,
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its thermal noise contribution, expressed as an effective noise temperature, is given by
the same formula that applies to a lossy transmission line, Eq. (2). (The fractional absorp-
tion is 1-i/L, where L is the power loss factor.)

Generally a cosmic source, although actually of great depth in space, may be treated
as if it were a radiating surface characterized by a noise temperature T. In general T may
vary from point to point over this surface, and from the viewpoint of the earth-located
antenna T is a function of angular direction, as are also the antenna power-gain function,
G, and the propagation-medium loss factor, L. if such a source occupies a solid angle fli
within the power pattern of the antenna, the contribution to the total antenna temperature
from within 0. is

T f G [1- (i - )T,] d (5)

where the first term inside the brackets Is representative of the contribution of the cosmic
source itself and the second term represents the noise contribution of the propagation
medium whose loss factor is L and thermal temperature Tt. Actually this second term is
an approximation, or at any rate it is an abbreviated expression. The thermal temperature
and the absorption of the medium generally vary over the propagation path, and a complete
formula would take this into account. However, the formula given here is correct if Tt is
interpreted as a weighted average thermal temperature. In practice, since most of the
absorption occurs in the lower atmosphere, and the temperature varies with time anyway,
it is usually sufficiently accurate to assign the value 290'K (16.80C, 62.3" F) to T,.

Equation (5) may also be applied to radiation from the earth (ground). In this case it
may be assumed that L = 1, so that the second term of the equation disappears.

The effective noise temperature of a material substance is proportional to its thermal
temperature and to its capacity for absorbing radio waves. Thus, the earth may be at an
approximate thermal temperature of 290'K, but if, for example, its reflection coefficient is
of magnitude F 0.8, the effective noise temnperature is 0.2 x 290 = 58"K.

When a surface, such as the earth, partially reflects radio waves, as in the above
example, there is a further contribution to the antenna noise temperature from any source
that may be reflected to the antenna by the surface. Thus if the source seen by reflection
ordinarily has a noise temperature T1, the effective noise temperature seen by reflection,
from the surface of reflection coefficient p = 0.8 (for example), would be (0.8 T, ); this
would be the value used as T in Eq. (5) for computing the contribution of the reflected source.

If a noise source is seen Lnimultaneously by direct and reflected propagation paths, the
coherence (phase relation) of the noise signals received by the two paths must in principle
be taken into account. This will in general best be accomplished by substituting for the
free-space antenna power pattern the reflection lobe-structure, as computed by well-known
methods, translated into an equivalent antenna power pattern through the relation G(),')
r G,,•. F2 (O, q), where G.. is the (free-space) antenna gain in the beam maximum, and F
is the pattern.-propagation factor as defined by Kerr 114). This effective pattern is used
to determine ; in Eq. (5).

The pattern-propagation factor, F, is defined by assuming the antenna to be radiating
insieadi of -ect:i il%. F iSs the rati o* f te f ild str e in-e-Li.. \obser . itr t.'el
direction (0.,1) at a distant point to that which would be observed at the same point if only
the direct propagation path existed and if the maximum-gain portion of the antenna pattern
were aimed in this direction. For details and methods of computing F, see Kerr (14).

Ordinarily, an analysis in this much detail is not required, and approximation tech-
niques may be applied. Approximation methods are especially justified when the quantity
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being computed is subject to appreciable random variation, so that any computed risijult
is statistical in nature, as is the anLenna nolse temperature.

The principal approximation that will be made is to assume that T and L are con-
stants over the solid angle ni . Then by application of the Theorem of the Mean of integral
calculus, Eq. (5) may be written

[T , K 4T (6)

where G is the average power gain of the antenna over the solid angle Pi. This result may
be condensed to

o- T
T, +'i TM (7)

where ai U ,/47T, in terms of a transmitting antenna, is the fraction of the total radi-
ated power radiated into the solid angle Di , and where T,, is the effective noise tempera-
ture of the propagation medium.

The principle of Eq. (7) may be used when several sources are present, partially
overlapping in angle, and when the propagation path is separable into distinc.Lly different
srgments, such as the troposphere and the ionosphere, to obtain an expression for the
total antenna temperature. In terms of the usual contributing sources this expression is

aS TSa TI

acTc + SS +
LILT L=LT _ aT TT + G TG (8)

where the a's are as just defined, for each source, and the other symbols have the fol-
lowing meanings:

Tc - effective noise temperature of space (cosmos, galaxy)

Ts - noise temperature of the sun

TI - noise temperature of the ionosphere

TT - noise temperature of the troposphere

TG - noise temperature of the ground

L, - power loss factor for one-way propagation through the ionosphere(ratio of incident to emergent power)

LT- power loss factor for the troposphere.

The terms "sky noise" and "sky temperature" aie sometimes used to refer to the complex
of noise sources comprising the cosmos, sun, ionosphere, and troposphere. In the antenna-
noise-temperature calculations shown later in this report, ionospheric loss and noise
temperature are ignored since they are negligible in the frequency range considered, but
their effect is included in Eq. (8) for completeness.

in an equation o[ this type, if there are n individual sources occupying solid angle
sectors that do not overlap, and if altogether they occupy the total solid angle 4, steradians.
then

i~ l
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However, in the example given it is evident that the a's do not fulfill this condition, be-
cause, for instance, aC and ., apply to solid angle sectors that overlap, and ac, aI, and
aT apply to essentially one and the same sector. Nevertheless, Eq. (9) is useful as a
general principle for guidance in evaluation of some of the a's.

In the following sections, evaluation of the factors for the individual noise sources of
Eq. (8) will be discussed, and then an example of antenna noise-temperature calculation
will be given.

Cosmic Noise

Radiation from outer space, called cosmic noise and sometimes galactic background
noise, is radiated by the hot gases of stars and by matter distributed in interstellar space.
It is most intense in the galactic plane and reaches a maximum in the direction of the
galactic center. In some parts of the sky it is very low. (It is customary to speak of
"hot" and "cold" parts of the sky.) Cosmic noise Is a function of frequency, decreasing
with increasing frequency. It is likely to be a major contributor to the total system noise
in the vhf region (below 300 Mc) and is usually a minor factor in the microwave region
(above 1000 Mc). A paper by H. C. Ko (15) presents a collection of data, including maps
of sky temperature due to cosmic noise at various frequencies.

As previously indicated, an ideal narrow-beam antenna- one whose radiation and
reception pattern consisted entirely of a main beam, with no side-lobe or back-lobe pat-
tern components - when pointed at a port ion of the sky of uniform noise temperature,
would have an effective antenna noise temperature equal to the sky temperature if there
were no other noise sources. The antenna gain and beamwidth do not directly have ary
effect. However, the hottest parts of the sky, the galactic center and galactic plane, are
confined to a belt about 3 degrees wide, so that the maximum values of antenna tempera-
ture are obtained when a beam less than 3 degrees wide is pointed at the galactic center.
If the antenna beamwidth is greater than 3 degrees, the beamwidth has a marked effect
on antenna temperature in this region. Stronger-than-average noise radiation is received
from a broader region within about 30 degrees from the galactic plane. Then there is a
component of radiation that is roughly constant in all directions. The strength of this

minimum (isotropic) component is so low above about 200 Mc that it is difficult to measure
it.

Antenna temperatures due to cosmic noise may be as great as 10,000 degrees or
more for a narrow-beam antenna pointed at the galactic center in the region of 100 Me,
and less than one degree above about 1000 Me for an antenna pointed at a "cold" part of
the sky. However, at these higher frequencies, such low antenna temperatures cannot
actually be realized because of noise radiation from the earth's atmosphere, the ground,
and the sun.

Generally, in calculating radar or radio system performance, it is not possible to
predict the exact part of the cosmos at which the antenna will be pointing. Therefore,
maximum, average, and minimum values of cosmic noise are of interest. Hogg and
Mumford (8) give the following approximate formula for the average cosmic noise temper-
ntu~re:

2 2 .6 x 1( 
0

Tc(avcr.ge) 290 A, (10)

where Tc is the Kelvin kemperature, X is waveiength in meters, and f is frequency in
megacycles. The actual law that cosmic temperature follows is more like Tc = f- 2.3,

but the exact exponent is not known, partly because of the difficulty of precise measure-
ment and partly because it varies for different parts of the celestial sphere, Therefore
Eq. (10) is sufficiently accurate for many purposes, and was used in computing Fig. 1.
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SBrown and Hazard (16) have given estimates of maximum and minimum cosmic tern-

peratures as a function of frequency. The dashed curves of Fig. 1 are based on their
estimates. The maximum for 100 Mc, which is not shown because it exceeds the range of
temperatures conveniently accommodated on the graph, is 17,400 0 K. (This is not the
maximum cosmic temperature, but the resulting antenna temperature when the cosmic

temperature is maximum.)

The fraction o. for the cosmos will usually consist primarily of the integrated power
pattern of the main beam above the horizon, plus portions of the main beam reflected up-
ward by reflecting surfaces of the earth or sea, plus the side and back lobes directed or
reflected upward. Hansen (17) has calculated that for a paraboloidal-reflector antenna
the fraction of power in the main beam varies from 0.83 to 0.98 depending on the illumi-

nation taper, "spillover," reilector leakage, etc., the 0.98 figure being for an illumination
taper giving-25 db side lobes, assuming no spillover or leakage. Taking spillover and
leakage into account, by assuming an aperture efficiency of 0.65, he concludes that a = 0.85
is a representative value for the main beam of practical antennas.

This means that the total fraction of power in the side lobes is 0.15. Since about half

of these are directed upward, and still others are reflected upward, in the calculations
leading to Fig. 1 it is assumed that a_ r- 0.95. This fraction is assumed even at zero
elevation angle of the main beam because, at least in many typical cases, most of the
main beam will be reflected upward.

Solar Noise

An important additional source of antenna noise at some frequencies is the sun.

Gcnerally, it is not necessary to point an antenna directly at the sun, but because the sun

is such a powerful noise source, during sunspot activity it can contribute appreciably to

antenna noise through side lobes of the antenna pattern.

The noise temperature of the quiet sun, at frequencies needed for plotting Fig. 1, are
given in Table 1. These values are attributed by Matt and Jacomini (6) to a summary
made by Van De Hulst (18) of the results of various observers.

During sunspot activity, levels fron 102 to 104 greater than those given by this table
are observf.d for periods of seconds (solar bursts), followed by levels about 10 times the
quiet level lasting several hours.

Table 1

Noise Temperature of the Quiet Sun (after Van De Hulst;
values read from curve given by Matt and Jacoraini)

Frequency 
Noise

(Mec) Temperature
_________________(

0 
K)

100 1 x 10 6

200 9 x 10s

300 7 x 10 5

c00 4.6 x 105

1000 3.6 x l05

3000 6.5 x 104

10,000 1.1 x 104

IL
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According to Matt and Jacomini, the values of Table 1 assume that the sun's "noise
diameter" is 1/2 degree. Actually, the sun has an effective noise diameter that is greater
than 1/2 degree at lo-: frequencies, but the values of Table i are corrected for this effect
so that they give correct results when applied in a formula of the type of Eq. (6) assuming
fi to be 6 x 10-5 steradians (the value correspcnding to 1/2-degree diameter) at all fre-
quencies. Therefore the antenna noise temperature contribution of the sun, the second
term of Eq. (8), is

G T
T,0) = 4.75 x 10" - (Li)

where G is the average antenna gain over the sun's disk, assumed to be 1/2 degree in
diameter, T. is given by Table 1 for the quiet sun, and L is the absorption loss in the
propagation path.

If the sun's noise temperature were uniform over the disk and if the noise diameter
were exactly 1/2 degree at all frequencies, this formula would be applicable even to an-
tennas of less than 1/2-degree beamwidth, iecause G becomes Independent of the antenna
beamwidth in this case. But since neither of these conditions is actually met, the formula
is basically applicable to antennas of beamwidth greater than 1/2 degree.

In computing Fig. 1, a solar noise temperature ten times the quiet level was assumed,
together with a value of G = 1. This value uf G is a ,-asuvaable side-lobe level for a well-
designed directive antenna. If the main beam of an antenna is directed at the sun, the re-
suiting antenna temperature will be high, but it is assumed here that ordinarily the sun
will be in the side-lobe pattern.

At the unity-gain side-lobe level, during solar bursts the sun's contribution to antenna
noise temperature may be as great as 1000'K at 1000 Mc, and 5000'K at 100 Mc. Cosmic
noise temperatures at 1000 Mc are well below 1000'K, so that the effect ot a snlar burst
would be noticeable at this frequency with a low-noise receiver. At 100 Mc, however, this
solar-burst noise level is comparable in the average cosmic noise level, and so would not
be as dramatic'ally noticeable as at the higher frequencies.

Propagation-Medium Noise

The propagation medium contributes to antenna noise at frequencies at which the
medium is absorptive. At the frequencies of interest here, only the troposphere has ap-
preciable absorption, although at Inwer frequencies the ionosphere is absorptive and the
troposphere is not. For this reason the effect of the ionosphere was included in Eq. (8),
but in computing Fig. 1 no ionospheric eflect was considered. Although there is some
ionospheric absorption above 100 Mc, it is quite small according to Millman (19), and in
the vhf region any small noise contribution from the ionosphere is negligible compared
to cosmic noise, according to Little and Leinbach (20).

As mentioned in the general discussion of antenna-noise-temperature calculation
leading to Eqs. (5), (6), and (7), the formula for the contribution of the propagation medium
is similar to that of a lossy transmission line, Eq. (2). If the absorption of the troposphere
is expressed by the loss factor LT' and if the thermal temperature of the medium is Tt
then the antenna-noise-temperature contribution will be

T., T, = T 't (1-1/LT) = aT TT (12)

As also mentioned previously, this formula is correct only if Tt is a properly weighted
average over the propagation path. The more complete equation, in terms of a varying
temperature and absorption coefficient over the path, is given by Dicke (21). But, as
mentioned by Strum (12), Eq. (12) is good enough for most purposes, and 290°K is a suitable
value for Tt.
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Table 2 lists values of LT, expressed in decibels, calculated by Blake (3). (The values
originally calculated were for two-way transit of the path, applicaule to radar propagation;
the values shown here are half of these two-way values. The values for 90 degrees eleva-
tion had not been calculated for the radar case, but were calculated for the present applica-
tion using the same method.) Also listed are the corresponding values of TT, calculated
according to Eq. (12) assuming T, = 290'K.

Table 2
One-Way Attenuation, LT, Decibels, and Noise Temperature, TT, for Tt 290'K

Ray Elevation Angle:

Freq. 0 0.50 1.00 2.0' 5.00 100 900
(Mc)

(M LT TT LT T T ITT LT TT TL TT L" TT LT ITT
(d=b) (TK) (d) (° (b) J•K) (b) (TKj) (db) (-K)5 E(db K) (db) (°K)

100 0.12 810.09 6 0.08 5 10.07 5 10.04 3 10.021 1 0 0
200 0.32 21j0.27 17 0,23 15 10.17 11 10.10 7 0.05 3 0 0

300 0.55 35 0.45 32 0.38 24 0.28 18 0.15 10 0.08 5 0 0
00 1.0 60 0.85 52 0.65 40 0.47 '30 0.24 15 0.13 8 0.02 1

1000 1.4 8011.1 165 0.85 52 0.60 37 0.29 19 0.15 10 0.031 2
3000 1.7 94 11.3 75 1.0 60 0.70 43 0.33 21 0.17 11 0.04 2.5

10,000 2.3 10 1.7 0.4 1.3 75 0.90 54 10.44 28 0.221 14 0.05 3

These results are in approximate agreement with some calculations of D. C. Hogg (22),
at the frequencies and angles for which comparison is possible. In the microwave ,egion,
Hogg's calculated temperatures and loss factors are slightly higher, pjobably due to
assumption of slightly higher atmospheric water-vapor content (summer conditions).

To compute the antenna-ni lise p'ontribution of the troposphere, T,(T), these tabulated
values of TT must be multiplied by a,* In general ('T will be about the same as e,, which
has been estimated to be 0.95 for a typical practical antenna. However, the fact that TT
depends on elevation angle in a known manner should probably be taken into account here
in at least an approximate manner. For example, if an anTtenna has a vertical beamwidth
of 1 degree and is pointed up at 2 degrees elevation, the contribution to aT of the main
beam may be taken, as for ac, to be 0.85. In the case of ac, the additional fraction 0.1
was added to account for the side-lobe pattern which "sees" all other parts of the sky.
But in the case of =T, the other parts of the sky are at a different temperature except for
the annular band at the same elevation angle. For zero elevation of the main beam the
other parts of the troposphere are colder; for 90 degrees elevation they are hotter. Thus
the side lobes have a greater effect on the antenna temperature when the beam is at a high
angle. To give some weight to this effect without going through a rigorous analysis, the
value =7T = (0.9 + 0.1 sin e) was used for the computations. This formula gives for 0 2=,
aT = 0.9; for 0 = 50, aT = 0.91; for 0 = 10, 'T = 0.92, and for 0 = 90', ar = 1.0.

Grunnd Nuise

If part of the antenna pattern points toward the ground, which is at some physical
temperature usually in the vicinity of To (290'K), there will be a contribution to the an-
tenna noise from this source because of so-called blackbody radiation. If the solid angle
subtended by the ground visible from the antenna location is Q steradians, and if the
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average gain of the antenna within this solid angle is G, the antenna noise-temperature
contribution from this source will be, on the basis of Eq. (6),

QG TG G
T _ = GaG TG (13)

a(G) 4 0

where TG is the effective noise temperature of the ground. This will be approximately
equal to its thermal temperature if the ground is lossy (absorbs radio waves). If the
ground is totally reflecting (e.g., the sea, and sometimes the earth at small grazing angles),
its noise temperature will be equal to that of the portion of sky reflected by it. If the re-
flection is specular, the effect is to set up an interference pattern as discussed following
Eq. (5), and the effect on antenna noise should be analyzed in terms of this pattern in re-
lation to cosmic sources, rather than in terms of an independent contribution from the
reflecting ground surface. The factor 1. is omitted from Eq. (13) because ground sources
are ordinarily so close to the antenna that no appreciable propagation losses occur.

In the typical case, the principal contribution to the tern, G will be the side-lobe and
back-lobe pattern of the antenna. Dr. W. W. Ward, of MIT Lincoln Laboratory, has esti-
mated', that E will range from about 0.1 (-10 db) to 0.5 (-3 db) over the entire region
outside the main beam. Individual side lobes of antennas may have positive gains of
several decibels, but typically they are of about unity gain (zero decibels) or less.

In computation of the antena-temnperattire curve, a value '- = 0.1.24 was used, some-
what arbitrarily; this corresponds to 'G = r. steradians and • = 0.5, and for T. = 290'K
results ill TG) = 36'K. This is an intermediate value in the range of about 20°K to 60°K
which is believed to represent the ground contribution in current practical experience. 1
The ground temperature contributi,, in any actual case will vary greatly with the siting
of the radar. With srmooth sea or terrain and horizontal polarization, the ground tempera-
ture contribution should be quite low because the ground will act as a reflector rather than
an absorber. Incidentally, the value ,G 0.124 is not completely consistent with the
assumption ic ý 0.95 for the sky, but may be justified as a compensation fnr the possibil-
ity that some parts of the ground are effectively hotter thnn 290'K, due to sun reflections,
This effect may be especially likely with a rough sea.

Computation of Antenna-Teemperature Curve

In application of the principles and assumptions described in the foregoing discussions
of the contributing sources, the following specialization of Eq. (8) may be used to compute
atypical antenna noise temperature curve, for various frequencies and beam elevation angles:

0.95 1c 4.75 x 10-5 TsQ
, - L L (0.9 + 0. 1 sin u) TT + 36 (14)

where Tc is given by Eq. (10), T,0 is the effective noise temperature of the quiet sun,
from Table 1, and LT and T- are tabulated as functions of frequency and elevation angle
in Table 2. The constant term (36'K) is the ground-noise contribution from c = 0.124
and T, ý 290'K. A factor of 10 has been included in the sun-noise term, so that the term
represents a sun noise temperature 10 times the quiet level. The symbol is the eleva-
tion angle of the axis of the main beam of the antenna.

The antenna temperatures resulting from these assumed conditions are computed for
the case of -_ = 1 degree at several frequencies (Table 3) as an illustration of the relative
contributions of the various sources. In this calculation, the number of signiticant

*In a memorandum dated April 28, 1958.

TAccording to H.G. Weiss of MIT Lincoln Laboratory in a lecture on radar astronomy
systems, at the Massachus,'tts Institute of Technology Special Summer Session on Radar
Astronomy, August 23, 1960; printed Lecture Notes, p. 4.
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figures retained in the result is of course greater than the precision of some of the data
on which they are based. This is done to illustrate the relative significance of the various
contributions to the total antenna noise temperature.

Table 4 gives the antenna-tempcra:ure results of similar calculations for several
elevation angles, rounded off to a maximum of three significant figures. These results
are plotted as Fig. 1.

If it is desired to modify the value given by the curve to correct for conditions that
differ from those assumed here, the necessary modification will usually consist simply
of addition or subtraction of an amount that may be computed by reference to Eq. (14).
That is, the difference in the term of Eq. (14) that refers to the different assumed condi-
tions may be computed, and this difference added or subtracted from the value given by
the curve. It is especially likely that the ground-temperature term, here assumed to
have a fixed value of 36"K, would be subject to modification insspecial cases. In computing
the values for the terms of Eq. (14), it may of course be necessary to refer to Eqs. (10)
to (13) and the related material of tle text.

Table 3
Anitenna Temperature Computation

for 1-Degree Elevation Angle

Freq. It Ta ,,) ) 1 Ta(T) T8 0 1
(Mc) I T ('cosmos) I(sun) j(troposphere) round

10010.98 [2420 [47 536 12508
2001 0.95 587 41 I 14 36 678

I
30010.91l 250 30 22 36 338

60010.86 58 19 36 36 149
1000 0.82 21 14 47 36 118

3000 0.79 2 2 54 36 94

[1,00014 0.2 .4 68 36 j105

Table 4
Antewna Temperature ( K) as a Function

of Elevation Angle and Freqency

F e . 1 [1 __ --
%1Mc') = 0 1 1

100 2480 1 2510 2510 2530 2540 2550

200 674 678 692 695 698 702
300 342 338 344 347 347 347

600 163 149 145 137 132 130

1000 136 118 103 90 83 77

3000 94 80 61 52 4513 
0100 

125lOOO ... 144l 105• 86I 62 50 40



PART II - SYSTEM NOISE TEMPERATURE

BASIC CIRCUIT AND NOISE-TEMPERATURE PRINCIPLES

The curve for antenna noise temperature developed in Part I provides one element
needed for calculation of the total noise power in a receiving system. In this part, the
other elements in the calculation will be discussed.

As previously mentioned, this report is one of a series written in support of a pro-
cedure for radar range calculation (1 - 4), although as indicated in the introduction it has
other applications as well. Therefore, some care will be taken to present a complete
structure of reasoning, including some rather elementary matters, to avoid possible
misunderstanding or vagueness.

Components of a Receiving System

The basic elements of a receiving system are shown in Fig. 3, which is a generali-
z2!iorn of Fig. 2, Part I. It comprises a source (antenna), a load (receiver), and an
interposed four-terminal network (transmission- line system, including such components
as a duplexer, rotating joints, couplers, etc.). Tihe four-terminal network is more
generally designated a twoport transducer, so as to include the possibility of waveguide
elements in which there are no identifiable terminals. The discussion here will some-
times be expressed in terms of a four-terminal network for convenience, but the ideas
and results are equally applicable to the more general twoport transducer.

SOURCE TWOPORT TRANSDUCER LOAD
(ANTENNA) -Z,, Z_ I TRANSMISSION LINE) r T (RECEIVER) ERTMIUALS

To --- Tr , L r T, TE MN L

Fig, 3 - Schematic representation of a basic receiving system

The preliminary discussion will be in terms of a single-response receiver. Equation
(2) and the definition of receiver input temperature by Eq. (4) are not applicable to calcu-
lating the noise temperature of multiple-response systems.

A still naore general representation of the receiving system would show more than
one four-termninal network Interposed, in cascade, between the source and the load, and
this case will be considered, as will also the multiple-response case. However, the basic
principles of the system noise temperature calculation may be developed in terms of Fig. 3.

The source (antenna) is characterized by an effective (antenna) noise temperature, T.,
given by Fig. 1 of Part I for typical environmental conditions and a typical directive
antenna, and by an internal impedance z7 (in some cases, or generally, equal to the
radiation resistance of the aWenna). The four-terminal network (receiving transmission
line) is characterized by an input (sending-end) impedance Z,. an output (receiving end)
Impedance z,, a power loss factor L,, a thermodynamic (thermal) temperature Tt, and

16
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an effective noise temperature T,. The load (receiver) is characterized by an input
impedance 7,, and an effective noise temperature T, which is related to its noise factor

.Wt. In Part I the equations relating the system noise temperature. "f,, to these com-
ponent characteristics were given for a single-response system*

-fN = T./Lr + T, + T (2)

Tr = Tt (1--I/L,) (31,

T = (NF -1) To (4)

where T, is 290'K. The reasoning on which these equations are based, and more precise
definitions of the various quantities involved, will now be given. It is necessary first to
consider some principles of circuit theory which have special significance in these matters.

In all of the ensuing discussion, certain assumptions are made concerning the circuits
and the noise. Linearity of the circuits is assumed. This condition is usually realized In
practical receiver circuitry for voltages of the order of the noise level. The noise itself
is assumed to be of the thermal type, i.e., of uniform spectral distribution ("white" noise)
and Gaussian amplitude distribution, although the latter condition is not essential. The
noise voltages from separate individual sources within the receiving system are assumed
to be statistically independent, i.e., uncorrelated, noncoherent. This condition is also
usually met in practical receivers. Because of this assumption, voltages from separate
noise sources combine at any common point in such a way that the resultant mean-square
voltage is the sum of the mean squares o0 the individual voltages at the point, which means
that the noise powers are directly additive.

Available Power, Gain, and Loss

It is to be noted that the foregoing equations do not explicitly contain the input and
output impedances of the system components, nor ratios of these impedances, although it
is well known that the transfer of power from one component to another decidedly depends
on the impedance ratios. This desirable simplification of the expressions results from
definitions of certain quantities which take into account the effects of impedance match
or mismatch at the junctions ., and ., in Fig. 3. Specifically, the possibility of mismatch
of impedances at j is taken into account in the definitions of T- and L,, and mismatch
at ,2 by the definitions of Tr, ,-', and T,. These definitions are based on the concept of
available power, and the corollary ideas of availab!le g-.in and available loss.

The concepts of available power and available gain in calculation of the signal-to-
noise ratio were discussed by Friis (23) in 1944, in his classic paper setting forth a
rigorous standard basis for defining receiver noise factor. (Incidentally, Friis used and
preferred the term Inotse tigure" in his paper, but D. 0. North, in his also-classic paper
(24) which preceded Friis' in 1942, used "noise factor," and this usage has been given
preference by the IRE (25) although many engineers still follow Friis in the use of the
term noise figure. It is now possible that this minor controversy will be settled by super-
vention of the term receiver noise temperature. It is evident that noise factor and noise
temperature are alternative ways of expressing the same property of a receiver, or in
fact of any component of a receiving system. The noise temperature terminology is be-
coming increasingly u3ed and accepted, as the many references listed at the end of this
report attest.)

The need for taking into account the possibility of impedance mismatch is primarily
based on the fact, as shownby Llewellyn (26), that mismatch at J 2 , Fig, 3, may actually be
desirable, resulting in improved signal-to-noise ratio. If this were not so, it would be
reasonable to assume matched imipedances everywhere, but evidentlv this assumption
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cannot be made. On the other hand, it would be inconvenient, to say the least, if the
expressions for system noise power explicitly c,,ntained the impedance ratios, which are
seldom measured and known. The available power, gain, and loss concepts make it un-
necessary to know them directly.

The available power at the output terminals of a power source is that which would be
delivered to a load whose impedance is a conjugate match to the impedance of the source.
(A simple analysis shows that a source delivers the maximum power of which it is
capable to a load of this impedance, hence the term "available" power.) Available gain
of a network is the ratio of the available power at its output terminals to the available
power at its input terminals (i.e., from the driving source). Available loss is the recip-
rocal of available gain, and the term is customarily used in lieu of leas-than-unity gain.

As Frils noted, although the gain or loss of a network as thus defined does not depend
on the impedance match or mismatch at Its output terminals, it does depend on the Im-
pedance relationship at its input terminals - in fact, it takes it fully Into account.
Therefore, In Fig. 3, any mismatch at J, is accounted for If Lr is defined as the "avail-
able loss" factor, for purposes of calculating the effect of the network on power made
available at J 2 from the source. As will be shown later, this definition of L, Is also
necessary in computing the effective noise temperature, Tr, of the receiving transmission
line, Eq. (2).

The receiver noise factor was defined by Friis in terms of the available signal-to-
noise ratios at the receiver input and output, and the official IRE definition (25) is
equivalent to Frils', although expressed differently. Therefore, this definition auto-
matically takes into account the effect of any mismatch at J 2 in Fig. 3. It is assumed,
however, that the receiver noise factor used in calculations Is the one that would apply
for the match or mismatch actually existing at J 2 , or, more restrictively, that optimum
mismatch obtains both in measurement of the receiver noise factor in the laboratory and
in its field operation. These statements also apply to noise temperatures.

If the impedances at a junction, such as J 1 of Fig. 3, are mismatched, it is evident
that less power will be delivered to the input terminals of the network than in the matched-
impedance case, and that the available loss, L,, will bc greater. If the impedance of the
source, Z., has a real component R,, and if the Input Impedance of the network, z , has a
real component Rs, it may be shown that the ratio of the available power to that actually
delivered to the network is

Pavai lbl i(Za + Z.)1 2  
(15)

PdeIivered 4 R. R,

which has the value unity when ?7 snd Z, are complex conjugates of each other. This
ratio may be denoted by the symbol L 1 and called mismatch loss factor. If the network
is also characterized by a dissipative loss factor L2 , defined as the ratio of the actual
input power to the available output power, it is evident that the available loss, Lr, Is the
product L1 L2 .

It is thus evident that a knowledge of the dissipative loss alone is In principle insuf-
ficient for evaluating L, in Eqs. (2) and (3). Fortunately, however, L1 is seldom a loss
of appreciable magnitude, and in any case its magnitude may be readily deter;i-dini& by
using Eq. (15). At first glance, it might seem that determination of Z,, at j 1 of Fig. 3,
would be difficult, because of the previousiy mentioned mismatch of impedances that
commonly exists at J 2, since the impedance z. is the result of transmission-line trans-
formation of zf. But, the value of 7, to be used in determination of L, is that which
would be observed when there is an impedance match at J 2, in accordance with the defini-
tion of L, as the available loss. Therefore,-although in actual operation of the system
there may be an appreciable and unknown mismatch at J,, this mismatch is of no concern
in the calculation of 1,.
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Ordinarily (though not necessarily) the transmission line will have a characteristic
impedance which, either directly or through a transformer, matches the antenna impedance
Z., and similar matching is ordinarily maintained at all points throughout the receiving
system except at 32. But if an impedance match is assumed at J 2 , the result is a completely
matched system. This means that ordinarily there is no mismatch loss at J1 under the
circumstances that should be assumed for computing Lr,

Thus in most practical cases the available loss is equal to the dissipative loss. It may even
reasonably be asked, is it possible to have a condition of mismatch at JI when a match is
assumed at J2 ? If the four-terminal network (e.g., transmission line) were completely loss-
less, an impedance match at J2 would indeed imply a match at j1, in accordance with a well-
known theorem of circuit theory. But, this is not a necessary consequence when the network
is lossy. However, in order for a mismatch to exist at J, when the impedances are matched
at J2 , It is necessary for the network to be lossy and for its characteristic Impedance to be
mismatched at J 1. Thus, although it is unlikely to occur in practical systems, it is possible
to have a mismatch loss at j, applicable to the calculation of the available loss Lr*

Therefore, this aspect of the available-loss concept is theoretically required. The
most important practical aspect of the concept, however, is that the dissipative lossfactor,
L2 . to be used is that which would result with a matched load at J2. As is well known, a
mismatch at J2, with resultant standing waves on the transmission line, can result in
greater actual dissipation in the line than would occur with a matched load. This increase
can be calculated for a known degree of mismatch and standing-wave ratio. But again,
this effect is of no concern in the calculation of available loss (since a matched load Is
assumed) except in the unlikely case where the impedance observed at J 2 , looking back
toward the antenna, is not equal to the characteristic impedance of the transmission line.

The idea of available power, and especially its application to problems of the type
just discussed, is directly based on Th~venin's theorem. That is, the idea that there is
an available power at J2, based on an available loss calculated as just described, and that
it is related to the power actually delivered to a mismnatched load by a mismatch loss
factor of the type given by Eq. (15), is justified by Th4venin's theorem. Although this
proposition might seem sufficiently obvious that it hardly needs justification, it is some-
what remarkable when it is realized that it automatically takes into account such
mismatched-load effects as the increased dissipation in the transmission line due to a
3tanding wave.

Th6venin's theorem, in approximately the form given by Everitt (27),' states that
whenever an external load impedance (e.g., Zt1 at j 2 , Fig. 3) is connected to any two
terminals of a network containing any arrangement of generators and linear impedances,
the current that flows in 7, can be computed by regarding the two terminals as the
terminals of a simple generator, whose internal generated voltage is that which is
measured at the actual terminals before the connection of Zt, and whose internal
impedance is the impedance of the network viewed froin these same terminals, with all
generators replaced by impedances equal to the internal impedances of these generators.
The idea of an open-circuit voltage at a pair of terminals, in conjunction with the concept
of an internal impedance in the simple-generator sense, is entirely equivalent to the con-
cept of available power; if the open-circuit voltage is e0 and the resistive (real) part of
the impedance is R0, the available power is simply e0 2/4R_.

*:It has been pointed out to the author by Lee E. Davies of Stanford Research Institute that
this statement of Thdvenin's theorem is correct only if the network contains no dependent
generators (e.g., cathode followers). Mr. Davies states that the correct statement for
this more general case is given by Seshu and Balabanian in "Linear Network Analysis"
(Wiley, 1959).
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In all of the foregoing discussion, the Impedance at a pair of terminals is meant in
the sense of Th~venin's theorem, unless qualified otherwise; that is, it does not refer directly
to the characteristic impedance of the transmission line, but rather to the impedance that
would be measured at the terminals. Thus for example if the network in Fig. 3 is a simple
transmission line (but not necessarily a lossless one) the impedance 7, at J2 is given
by the well-known transmission-line equation

Z0 (Za t Z0 tanh y-t
Zr 20 + Z. tanhy'f (16)

where Z. is the characteristic Impedance of the transmission line, Y is the propagation
constant, and t is the length of the line. (As Is well known, and evident by inspection of
the equation, if z. = z then also z, = z = z .) The sole nontrivial aspect of this ex.-
ample is that Eq. (16) Ts ordinarily regarded as expressing the Impedance observed at the

t terminals of a line, but it also expresses the output-terminal impedance in the
Th~venin-theorem sense, with the source impedance, Z,, in the position ordinarily con-
sidered to be the load impedance.

These elementary matters have been discussed, as previously implied, to avoid mis-
understandings which frequently occur in discussions of this type.

The Referral Concept

The system noise temperature, TN, in conjunction with Boltzmann's constant, k, and
the system bandwidth, B, expresses the total noise power of a receiving system. The only
point in the system at which this total noise actually exists is at the output of the receiver.
However, this output noise power is usually expressed in terms of an equivalent noise
power at some earlier point In the system, known as the reference point. By "equivalent"
it is meant that If the actual noise sources, distributed along the receiving system at various
points, were somehow eliminated without otherwise disturbing the impedances, gains, and
losses of the system, and replaced by a single equivalent source at the reference point, the
noise power output would be the same. The system noise temperature, TN , expresses the
available noise power of this equivalent source, which Is 1< TV R. If the net available power
gain from the reference point to the receiver output Is G, the actual noise power output of
the receiver is equal to G k TN B. Thus it is important to state what reference point has
been chosen when the system noise-temperature concept Is employed."'

In general, the effect of a noise source at one point in the system may be referred to
another point by multiplying or dividing the source noise power by the net power gain factor
of the components between the two points. The source power is multiplied by the gain if it
precedes the reference point, and divided if It follows. The reference values thus obtained
for each individual source are then added together to obtain the total noise power at the
reference point. Since noise power and noise temperature are proportional to each other
for constant bandwidth, referenced noise temperatures may be directly calculated and added
in this same way. The assumption is made that all the individual noise sources are statis-
tically independent; if they are not, considerations of relative phase must be taken into account
in calculation of their combined effect at the reference point. Ordinarily this is unnecessary.

When there is a net loss rather than a gain between two points of a system, the reference
value may be obtained by realizing that multiplying by gain factor is equivalent to dividing
by loss factor, and vice versa, since the aitailable loss is defined as the reciprocal of the
available gain.

A.After initial preparation of this report, an excellent discussion of this important point
appeared as a letter to the editor of the Procecdings of the IRE, from Edwin Dyke, cap-
tioned, "Correction and Coordination of Some Papers on r'•oise Temperature" (Apr. 1961;
vol. 49, p. 814).
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A signal power may be referred to an arbitrary point of a system in the same manner.
Ordinarily there is only one signal source, but if there should be more than one and if
they are coherent (phase-related), the relative phases must be taken info account In
obtaining the total effective signal power at the refezence point, as in the case of cor-
related noise sources.

When bath signal and noise powers are referred to the same point in a system in this
way, their ratio is the same as the output signal-to-noise ratio. Also, although the power
values thus calculated are available powers rather than actual powers, the ratio is the
same as the ratio of the actual powers. It is for this reason that the available-power
concept is so useful.

The choice of a system reference point is completely arbitrary in principle, but the
customary choice Is the input terminals of the receiver. This is the reference point that
was assumed in deriving Eq. (2), as will be shown.

The referral principle also applies in the assignment of noise temperatures to indi-
vidual components of a system. The reference point may be either the input or the output
terminals (port).

Bandwidth and Gain Definitions

Since the bandpass characteristic of a receiver is never truly rectanigular, its width
becomes a matter of arbitrary definition. A common practice is to define it as the fre-
quency separation of the half-power points on the response curve. In noise power
calculation, however, it is necessary to employ the noise bandwidth, defined by the follow-
ing expression, as given by North (24) and others:

B. ;G(f) df (17)

where G(f) is the gain-frequency characteristic and Go is its value at the nominal
frequency of the passband. The integral is taken over a frequency interval that encom-
passes all significant response within the passbarid whose noise bandwidth is being
evaluated. When B,, is evaluated at the system input terminals, with G( f) the overall
system gain, the resulting quantity is called the system noise bandwidth, BN, with the
further provisions that for multiple-response systems the integral of Eq. (17) is taken
over the principal-response passband only and G0 is then the nominal frequency of the
principal response, denoted G(fp).

Fortunately, as shown by Lawson and Uhlenbeck (9, p. 177), the half-power bandwidth
and the noise bandwidth are not greatly different in typical cases.* The noise bandwidth is
generally somewhat greater. The difference Is appreciable in the case of a single singly-
tuned amplifier stage, being about equivalent to 2 decibels in the noise power that would
be calculated from the expression K T D. But as the number of cascaded tuned stages is
increased the difference decreases, being equivalent to only 0.6 decibel for four stages.
A further decrease occurs if the stages are doubly or multiply tuned and properly coupled,
being only 0.2 decibel for two doubly-tuned stages. Therefore, if a highly precise
evaluation of the receiver noise power is required, the noise bandwidth rather than the
half-power bandwidth must be used, but for practical purposes the latter quantity is
adequate in most cases.

"•.,The analysis of this matter is credited by Lawson and Uhlenbeck to A. M. Stone of the
MIT Radiation Laboratory, RL Report lUd, June 12, I94-.
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The system noise temperature, TN , is actually a way of expressing the system noise
power output, as the product k TN 1N C, where G is the available gain from the system
reference point to the system output, and BN is the system noise bandwidth. It is apparent
that some arbitrariness is permissible in the definitions of B and G, since however they
are defined, TN may then be assigned the temperature value that results in the correct
value of the product t, TN BN G. The principal problem in defining G is that of defining
the "nominal frequency" of the system, fo, such that G( f,) becomes the nominal gain,
G01 in Eq. (17). The selection of the nominal frequency is essentially arbitrary. The value
chosen will ordinarily be at or near the center of the response band, and this choice is
assumed in some of the discussions that follow,* as well as in the preceding discussion
of the relative values of the noise bandwidth and half-power bandwidth. But an value
chosen for f. will result in the same value of the product r3.1 Go, as Eq. (17) indicates,
and this product is the quantity of real physical significance. However, once a selection
of fo has been made, all calculations of power involving noise temperatures and the
quantity Dr. must be made by using the gain G(fo).

As Eq. (17) indicates, the significant physical quantity is the gain-frequency function,
G(f), and its integral, but calculations based on the use of BN and Go are much simpler
to make, These quantities are directly applicable to the calculation of noise power output
when the input noise spectrum is uniform (white noise) and the signal is of a bandwidth
that permits its passage through the system without appreciable waveform distortion. In
this case, if the Input noise power density is SN (independent of frequency), the output
power Is SN %N Go. Also, an effective input signal power, P., can be defined such that
the signal output power Is p, . . In the case of a cw signal at the frequency f0 , the
validity of this calculation is ogvious. When the signal is characterized by a spectrum
of frequencies rather than a single frequency, the effective signal power input depends on
the shape and width of this spectrum in relation to the function G(f). Similarly, when the
noise spectrum is not uniform over the receiver passband, an elfective or equivalent
uniform-spectrum value miwy be calculated and represented by a noise temperature, such
that the product k Y %N G(fo) represents the actual noise output power. (The notation T
Is used to indicate that noise temperature used in this way implies a weighted average of
the values applicable to differential frequency intervals oiler the receiver passband.)

Multiple-Resp•nse Systems

Complications arise in the definition of such quantities as gain, bandwidth, and noise
temperature when the system incorporates a multiple-response transducer. Part of the
problem is to state the definitions unambiguously without using excessively complicated
notation which may create confusion because of its complexity. Therefore, some degree
of insight on the part of the reader is usually assumed, and unfortunately may be required
In what follows. An aid to acquisition of such insight is the following excellent definition
of a multiple-response transducer, which is quoted from Ref. 28:

"Multiple-response receivers are those in which more than one frequency applied to
the accessible input terminals corresponds (by way of transformations) to a single output
frequency and vice versa. We denote the multiplicity of the responses by counting the
number of frequencies which, if applied to the accessible input terminals of the system,
contribute significantly to a single output frequency within the desired output band. ... By
single-response receiver is meant any receiver in which only one frequency at the accessible
input terminals corresponds to a single output frequency, regardless of the complexity of
the gain-frequency characteristic."

*The discussions referred to are those in which it will be indicated that the average noise
temperature is virtually the same as the spot temperature at the nominal response fre-
quency, for certain conditions on the functional behavior of the spot temperature, as will
be demonstrated mathematically in Appendix A.
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In defining noise bandwidth by Eq. (17) for a multiple-response system, it is important
to state what limits of integration are intended, and to which of the response passbands Gr
refers. As previously stated, the system noise bandwidth, %, is defined at the system
input terminals by limiting the interval of fintegration to the principal-response passband,
as will subsequently be indicated by the symbol J'p. and by using for Go the overall system
gain at the nominal frequency of the principal response, f , designated G( f) . However,
it will at times be appropriate to refer to the "noise bandwidth over all responses," which
will mean that the integration of Eq. (17) is to be carried out over all the response bands,
but with G - G( fP). In still other cases it may be necessary to define the noise band-
width of the ith response band, for which Go will be taken as G(f ), where f' is the
nominal frequency of the 01h response band (the frequency in the 1,th band that is converted
to the same output frequency as is f ), and the integration of Eq. (17) is carried out over
the ith response band only. Relates considerations will arise in defining the input noise
tempC 'Iture of a multiple-response transducer.

In this report, a multiple-response transducer will be considered to have more than
one input response frequency but only one output frequency channel. Although heterodyne
transducers actually have multiple output channels as well as multiple input responses,
usually only one output channel is utilized, the others being suppressed by filtering.
Therefore the restriction of the treatment here to the case of a single output response
channel is believed not to be a serious practical limitation.

NOiSE -TEMPERATURE DEFINITIONS

IRE Standard 57 IRE 7. S2 (Ref. 25) defines noise temperature at a port (pair of
terminals) as "the temperature of a passive system having an available noise power per
unit bandwidth equal to that of the actual port, at a specified frequency." It is further
noted that any passive circuit (e.g., a resistor, by itself or in combination with passive
reactance elements) at thermodynamic temperature T provides an available noise power
density equal to k T watts per cycle-per-second of bandwidth, where k is Boltzmann's
constant (1.38 X 10"23 watt-seconds per degree).

Spot-Frequency and Average Noise Temperature

Significant features of this basic definition are: (a) a noise-power spectral density,
rather than a total power, is described; (b) this density is in general a point function of
frequency - that is, in principle a different value of temperature may exist for every
possible value of frequency. In the language of the IRE noise-factor standards (25), this
conception of noise temperature would be designated "spot noise temperature."

When the noise temperature concept is actually used to describe a power, rather than
a power density, a specific noise bandwidth is implied. In such cases the temperature is
not regarded as a point function of frequency, but as a single value which, multiplied by
Boltzmann's constant and the width of a particular passband, represents the total available
power within the band, referred to a specified port. It may be thought of as an equivalent
uniform temperature with which the actual frequency-dependent temperature could be
replaced without changing the noise power output of the device or system. It is analogous
to the average noise factor, and will here be called the average noise temperature.
Although the terms spot and average have not been applied to noise temperature definition
Inl the eALOLLIngIRE 1S __.dL4__A _IO alit -+UllJ t~'A~~L__'_

literature, the two different temperature concepts are in common use. The antenna noise
temperature, as plotted in Fig. 1 of Part I is a good example of a spot noise temperature,
while the system noise temperature, TN of Eq. (2), is an example of an average noise
temperature. Possibly tihe feason that the distinction between these two types of noise
temperature is not generally made explicitly is that fibe average icmperature and the upot
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value near the center of a passband are usually equal or very nearly equal (as will later
be shown In Appendix A). But, the distinction i, sometimes necessary, especially in
analysis of multiple-response systems where the spot temperature is typically a different
value in each of the different responses, and in any case the distinction exists theoretically.
The spot temperature is the more basic quantity, while the average temperature is an
engineering convenience. Therefore the general procedure in the analyses that follow will
be to present first the spot-frequency expressions, and then to give the equivalent average-
temperature expressions.

Component and System Noise Temperatures

Noise temperature may describe the output noise power or power density of a com-
ponent (e.g., antenna, signal generator, termination, active or passive transducer) or of a
system of such components in cascade. In all cases it is the available output power or
power density that is described, but this may be done in terms of an equivalent power or
power density at any other port or pair of terminals, by using the referral principle.

The noise temperature of a system of cascaded components is expressible in terms
of the individual component noise temperatures. Sometimes relatively simple formulas
for the overall noise temperature of a system are given without specifying the limited
conditions for which they apply and without specifying the ports or terminals to which the
various temperatures are referred. Those matters will be discussed in some detail.
Generally, the term system noise temperature describes the total system power output;
i.e., an average temperature is meant. This meaning will be implied in this report also,
although in principle the system noise output power density may also be described in
terms of a system spot noise temperature.

The concept of a system noise temperature is a natural extension of the receiver noise-
temperature definition, mnd has been employed by numerous workers in one form or another
(not always explicitly). In fact, the analogous extension of the receiver noise factor concept
was made by D. 0. North (24) in 1942 and by Norton and Omberg"' in 1947. Nortont has
subsequently refined this concept and gives an expression for an effective (system) noise
factor (figure) that is directly analogous to the system noise temperature expressed by
Eq. (43) of this report. (Norton's equation is limited to single-response systems, and
assumes that the thermodynamic temperature of the antenna and transmissien-line lossy
elements is equal to the noise-factor reference temperature.) The basic ideas of North's
"operating noise factor," Norton's "effective noise figure," and the "system noise temper-
ature" are the same, namely, to express the total noise power of the receiving system,
including sources external to the receiver, rather than merely the intrinsic noise of the
receiver itsell, or the intrinsic noise plus that of a standard-temperature input termination.

Noise Temperature of a Twoport Transducer

The noise temperature of a twoport transducer (e.g., receiver), as used in this report,
agrees with that of IRE Standard 59 IRE 20. SI in the case of a single-response system,,
but not otherwise. The definition used here expreLses the noise power output of the tranri-
ducer due solely to sources of noise within the transducer itself. It does not include any
noise-power contributiun from the input termination, as does the IRE-defined quantity T,, in
the case of a multiple-response transducer. (This statement is based on the author's
interpretation, as will be explained in Appendix B, of the IRE definition, in which a number
of qualified pprsnn• concur. althnogh nthpr intfrprmtntinns, nre nnestih1.) A redefinition

*K. A. Norton and A. C.Omberg, "The Maximum Range of a Radar Set," Proc. IRE 35:9-14
(Jan. 1947),

tK. A. Norton, "Transmission Loss in Radio Propagation,' Proc. IRE 41:150-151
(Jan. 1953).
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is believed to be necessary for system noise-temperature calculation,or at any rate
It avoids unnecessary complications in the case of multiple-response systems.

IRE Standard 59 IRE 20. Sl (Ref. 25) defines the "effective input noise-temperature
of a twoport transducer (Te) " and relates it to the spot noise factor by Eq. (4). There are
no difficulties with this definition when it Is applied only to single-response systems, to
which Eq. (2) is restricted. Because of the difficulty that arises in the case of a multiple-
response system, the starting point for noise-temperature definition in this report is the
more basic one of Standard 57 IRE 7. 82, which has been quoted. This is a spot noise
temperature.

Transducer output noise temperature is here defined by assuming that the Input
termination Is noise-free (e.g., a passive network at zero thermodynamic temperature).
Under these conditions a certain available noise power density, s,4(f) (watts per cycle-
per-second), will result at the transducer output terminals, and obviously this noise power
is due solely to sources within the transducer itself. The output noise temperature is then
defined as the Kelvin temperature, T( 0)(f), such that k T(o)(f) is equal to SN(f).

The effective input temperature, T(i)(o), is defined as this output temperature divided
by the available gain of the transducer, G(f). In the case of a multiple-response heterodyne
transducer, G(f) may be taken as the conversion gain of any one of the input responses for
the purpose of defining the input temperature, which may then be said to be referred to that
response. The response so chosen is usually designated the principal response, the others
then being considered spurious responses if the principal response is the one in which
signal is received. More generally, or when signal is received or receivable in other
responses as well, the response thus chosen may simply be designiLted the reference
response. However, the term principal response will be used here, and the input noise
temperature thus defined will be called the principal-response input noise temperature,
T,. In the case of a single-response transducer its definition coincides with that of the
IRE-defined input noise temperature, T,.

In applying this definition to nmultiple-response transducers it is necessary to remem-
ber that this input temperature is basically thc output temperature referred to a particular
input response, and that by itself it completely describes the total transducer noise power
density. In other words, when multiplied by Boltzmann's constant and the conversion gain
at the refercnce response, it gives the total output noise power density. It might otherwise
be thought that the noise temperatures assignable to each of the input responses should be
thus multiplied ond the results added together to obtain the total noise power. In fact, as
will be shown later, a procedure of this nature is applicable to a broad-band single-response
transducer that precedes a multiple-response transducer; but for the reasons just stated,
it is not applicable 1o the multiple-response transducer itself.

In certain equations that follow (19a, 22a, 25 and 30 in particular), definite integrals
with the frequency limits zero to infinity contain a transducer input noise temperature in
the Integrands. When the transducer is a multiple-input-response heterodyne converter,
a consideration similar to the one just described applies; i.e., this temperature is not to
be taken as all o1 the separate Input-response temperatures, but only as one of them,
usually the principal-response temperature. Generally this rule is properly taken into
account by performing the Integration over the frequency interval of the principal response
only. The rule is applicable, however, only to multiple.-response transducers, as previously
defined.

Effect of Input Termination

Although the input termination makes no contribution to the noise power expressed by
this transducer noise temperature, it does affect both the input and output temperature
values (generally), because noise current generated within the tranr.ducer may flow in the
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input termination. Therefore (as may be intuitively obvious and can also be shown rigor-
ously) the impedance of the input termination affects the transducer noise power output.
Consequently, the noise temperature rating of the transducer, as here defined, depends
upon the impedance, but not upon the temperature, of the input termination.

Apart from this consideration, the impedance of the input termination affects the input
temperature because G(f), the transducer gain, by which the output temperature is diviRd
to obtain the input temperature, is the available gain. This quantity includes the effect of
impedance mismatch (if there is any) at the input terminals, as has been discussed. The
transducer input. noise temperature expresses an equivalent available input power, and
this will be a function of the input-termination impedance even in those cases in which
this termination does not affect the transducer output noise power.

For these reasons, a statement of transducer noise temperature is incomplete unless
the impedance of the input termination i- also stated. If it is not explicitly stated, however,
it may be tacitly understood that the temperature rating is the one that applies with the input
termination actually used, or with an optimum input termination (the one that results in the
lowest possible input noise temperature), according to the context. These considerations
are of course the same as those stated (25) in connection with transducer noise-factor
ratings.

Spot- Noise-Temperature Analysis of a Cascade System

In order to develop the definitions of average component and system noise temperature
it is necessary to show how the total noise output of a system is expressed in terms of the
component spot noise temperatures.

Figure 4 depicts a cascade of n components, of which the first is a one-port source
(e.g., antenna or signal generator) and the remainder are twoport transducers of any type
(e.g., passive networks, single-response amplifiers, heterodyne converters). The jth
component is characterized by an output spot temperature, T(0 ) j(f), and an available power
gain, Gj (f). The portion of the system comprising the components that follow the jth com-
ponent has an overall gain given by

j(f) = G;' (f) 1 (1

j.l 1 -2 j, 3 j.n-! j n

Fig. 4 - Receiving system with n cascaded components

In terms of these quantities, the total available noise power output of the system is

PFN = t TL [ (f)) .(f) d (19)

I~ I]
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Since the input noise temperature of the jth component is by definition

T(j) j (f) - T(0) j (f)/Gj (f) (20)

the total noise power expressed in terms of component input temperature is

PN= k {T(.) 1(f) G, f) d f + k T~~~)q.()d(19a)
0f-2-IfT. (fL.I)

Average Noise Temperature in Cascade Systems

The quantity PN is the basis of definition of the system noise temperature, TN, which
is an average noise temperature since it describes the total power within the system noise
bandwi(*h, EN, as defined following Eq. (17). The system noise temperature at the system
output terminals is simply

TNO n PN/(k BN) (21)

The value referred to the junction J,, at the output of the Rth component, is

PN _N[kBa]_ BT (I!°k) . (21a)
TNR = PtN!(k N• <jR k/o (2 la)

k N kzR I

(In subsequent formulas, the second subscript of TNR will be omitted when the reference
point is the input terminals of the receiver. The symbol TNI will be used to denote the
system noise temperature referred to the system input terminals, corresponding to the
antenna or signal-generator output terminals -- i.e., R = 1.)

The average noise temperature of a component in a cascade system may be similarly
defined in terms of the contribution of the component to the total output power of the
system, pr - i.e., its contribution to P,, which for the j th component is the jth term
of Eq. (19) or (19a):

"k To.(f) Cf.(f) (if (22)

p i= icj T O1 )i(f) j- f) rif (22a)

The average output noise temperature of the i th component is defined to be

"
T

(o)j = Pj/ [k BN 4i(fp)] (23)

and the average input temperature is defined as
Y M~jý i [k B ,ilr] (23a)

where 1N Is the overall system noise bandwidth, as defined following Eq. (17), and fp is

the nominal frequency of the principal response of the system. (For a single-response

system the notation f. may be used.)

It is important to note that the bandwidth in these component average-temperature defini-

tions is the system noise bandwidth, which will generally be different from the component's

own bandwidth. This is necessary in order that the referred component temperature contribu-

tions to the total system temperature shall be proportional to thu referred power contributions.
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From Eqs. (22), (22a), (23), and (23a)

" ( T ) (f) Q.(f) (if

I3~ (24)T(.)J j BN j(fp)

g~T(1)i(f) c•i~ 1(f) , (25
- 1 ... ... (25)
T j --BN (f' )

These expressions may be written in a way that emphasizes the analogy of these spot
and average noise temperatures to the spot and average noise factors. If the system

bandwidth is determined by the circuitry of the last cascaded component (as will ordinarily,
or at any rate often, be the case), the denominators of Eqs. (24) and (25) may be written
as integrals. This will be done, as an illustration, for Eq. (24):

To(f) QG(f) df

T (24a)

,#j(f) df

This equation is closely analogous to the equation given in IRE Standard 59 IRE 20. Si (Ref. 25)
for the relation between average and spot noise factors. The notation for the integral of the
denominator indicates that it is to be taken only over the principal-response passband if the
system has multiple responses.

Also in analogy with the noise-factor case, it is often true that the average noise tem-
perature isequalor nearly equaltothe spot noise temperature at the center of the passband.
It is exactly equal if the spot temperature is constant over the band, or if the variation is
exactlylinear with frequency and the response is perfectly symmetrical about the center fre-
quency. Appendix A presents proof of these statements, based on Eq. (24), for the single-
response case.

If the i "• component precedes a multiple-response transducer having ý responses,
it may be shown in a similar way that Eq. (24) can be approximated as follows:

SToifiS q•j(f) Idf

T (26)T00) j N •if,)

where the integral notation denotes integration over the i 'h1-response passbawd. This
Integral may also be written

4j(f) (if 0 BNji C j(fi) (27)

where BNi may be thought of as the noise bandwidth of the i th response as observed at

the output of the j th component. In these terms Eq. (26) becomes

T (28)
i=i

in which b. BNji/BN, a quantity that is ordinarily equal to one. 'r(,)if) is the spot-

frequency output temperature at the frequency of the i response.
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This is a result of which considerable use will bc made later. It can also be expressed
in terms of input temperatures, In a form that Is analogous to Eq. (25):

Toj T(0~ 1'_(i 1 bj-i (219)

(The dual use of the subscript i here may be confusing unless it is realized that the
parenthetic (i) denotes an input noise temperature, while the nonparenthetic i denotes
the i" response. Similarly, In the following equations the parenthetic (o) subscript
denotes an output noise temperature, while the nonparenthetic subscript zero in f.
denotes the nominal frequency of a single-response system.)

For the single-response case, Eqs. (28) and (29) obviously reduce to

"T( o)j -- r(.)j(f0) bj (28a)

and

TO|)j ý T~i)j(f0) bi.1 (29a)

When Eq. (29) is applied to the case of a multiple-response transducer, as opposed
to a broad-band single-response component that precedes the heterodyne stage of the
system, the equation also reduces to the form of Eq. (29a), with f. replaced by f ,
because Ti)i ( f.) exists only for the value of fl corresponding to the principal-response
frequency, fP , as previously discussed.

Average Noisf Temperature of an Isolated Transducer

The foregoing component average-temperature definitions are system -oriented,
being expressed in terms of the system noise bandwidth and the gain-frequency function
of the ensuing portion of the system. This form of definition is required in system noise-
temperature calculation.

It is also possible, however, to define a transducer average noise temperature, T¢,
that is referred to the component itself, if the transducer has a well-defined bandwidth.
The principal usefulness of such a definition would be as an index of the low-noise merit
of the transducer, without reference to its use in a particular system,

For system noise-temperature calculatio., both input and output component noise
temperatures were defined, and both are useful under varying circumstances as will be
apparent later when cascade-system formulas are developed. For transducer low-noise-
merit rating by means of an average noise temperature, however, only the Input value
has significance. This is defined in terms of the input spot noise temperature, T(I )c(f)
(which in turn is equal to the output spot temperature divided by the transducer gain, G( f))
as follows:

- g ri)(f) G,(f) df T(ic(f) G,(f) df
___-- __ =__ __ __ __ .1 (30)

LGc(f) dff
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where the integral of both numerator and denominator are taken over the principal-response
passband in the case of a multiple-response heterodyne transducer. BN is the principal-
response noise bandwidth of the component, and (f f1,) is the available gain at the nominal
frequency of the principal response.

This component-bandwidth-referenced temperature will often have the same value as
the system-bandwidth-referenced value, Eq. (25), but not always. The most important
case in which the values will be quite different is that in which the transducer has a broad
passbpiid which encompasses multipie responses of the following portion of the system
described by Q; f) in Eq. (25). The system-bandwidth-referenced average temperature
will then be described by a summation as in Eq. (29), and will be considerably larger,
numerically, than the component-bandwidth-referenced value of Eq. (30). However, as
previously implied, it is probably not appropriate to apply the concept of component-
bandwidth-referenced average noise temperature to a transducer that has a broad poorly-
defined passband. Such components are meaningfully characterized only by their spot-
frequency noise temperatures, when they are not associated with a particular system.

Comparison of Transducer Input -Noise - Temperature Definitions

A modification of the IRE-defined transducer input noise temperature, T,, has been
proposed here and denoted T., the principal-response input noise temperature. It differs
from Te only when the transducer is of the heterodyne type having multiple input responses.

A third definition has been proposed recently (28) by a panel reporting on a study of
the noise-temperature method of specifying and analyzing system noise performance at
the 1961 IRE PGMTT National Symposium (Washington, D.C., May 17, 1961). The quantity
defined is termed the "broad-band" effective input noise temperature, Tb. It also differs
from T,, and from 'r., only in the multiple-response case.

T, and T,, have the common property of being defined in terms of the principal-
response passband, and of being assignable in principle to any one of the input responses.
They may be considered as either spot-frequency or average temperatures. T, and Tb
have the common property of being , intrinsic" noise temperatures that do not include any
contribution from a standard-temperature input termination. The quantity Tb, however,
is purely an average temperature. It is defined in terms of the output power. P., that
would result if the transducer were operated with a noise-free (zero temperature) input
termination. If the actual transducer were replaced by a noise-free but otherwise equiva-
lent transducer, Tb is the temperature of nn input termination, common to all input
responses, that would result in the same transducer output power, P. .

The differences in the meanings of these three quantities are best illustrated by the
expressions for transducer noise power output in terms of each of them. These expressions
will be given for the transducer considered by itself, except for an input termination of
appropriate impedance. The noise power expressed is in all cases that due solely to the
transducer by itself - i.e., that which would result if the input termination were noise-
free (at zero temperature). This will be done in terms of the quantity Te as well as T
and Tb even though the definition of T. is in terms of a transducer with an input termina-
tion at the standard temperature T. 290°K. To do this It is first necessary to define
a quantity that may be described as the ratio of (a) the noise bandwidth of the transducer
over all input responses to (b) its noise bandwidth in the principal response only:*

*This ratio is referrcd to in IRE Standard 59 IRE ZO. Si (Ref. Z5) in connection with
measuring the noise factorof a heterodyne transducer by the dispersed-signal-source
method.
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" G,(f) df
0 = (31)

i GC(f) df

To simplify matters, Te and T will be considered to be spot temperatures that are con-
stant over the principal-response passband, and hence equivalent to average temperatures.
Tb, as previously mentioned, is by definition an average temperature. The noise-power-
output expressions are then

PC r k [Te - (- 1) T.] Go(f) df (32a)

PC = k TI { Go(f) df (32b)

Pc = k Tb GC(f) df. (32c)
Jo

The interpretation of the definition of T on which Eq. (32a) is based is explained in Appendix
B. From these equations it is apparent that

T, = T p t- (j8 - 1) T, (33a)

Te = 8Th + (13 - 1) TO (33b)

T : 3T,= (33c)

in which the term (,8 - 1) T. represents the contribution to the IRE-defined input noise
temperature of a standard-temperature input termination in conjunction with the spurio-',s
responses. Since for a single-response transducer /3 1, it is apparent that for this
case T,, Tp, and Tb all have the same value..

It has been stated previously that Te is not a convenient quantity for system-noise-
temperature calcmlatlon (in the multiple-response case). The basis of this assertion is
the presence in Eq. (32a) of the (,8 - 1) To term, which does not describe any actual
noise contribution but must be included solely because of the definition of 'r", and is
therefore simply an unnecessary complication.

Inclusion of the (p - 1) T quantity in the definition of T, arises from its relation-
ship to the IRE-defined noise ?actor, in which it was presumably considered desirable to
take into account the noise-performance-degradation effect (in ordinary applications) of
the so-called spurious responses. This was done in terms of a standard-temperature
input termination. But as others have pointed out, this irput-termination temperature is
not a good representation of many present day receiving systems, and therefore T, is not
always a good index of multiple-response-receiver noise performance. Because of the
great variability of antenna temperature, as indicated by Fig. i. it seems equally valid fro
rate the noise performance oi a multiple-response transducer by an intrinsic temperature,
such as TP or Tb, ancd a simplification of system-noise-temperature calculation thereby
results.
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As Indicated by Eqs. (32b) and (32c), the noise power output of a transducer may be
equally well represented In terms of either T. or Tb . For system noise power computation,
either may be used. Measurement of -F. probably requires a measurement of the quantity
/3, while Tb may be more directly measurable, although this depends on the particular
technique of measurement employed. However, /3 or its equivalent must be measured to
employ T

b in a system power calculation.

As indexes of the low-noise performance of receivers, Tp and Tb each have certain
advantages. These are illustrated by the following example.

Consider two receivers, one having a single response and the other having two equal-
gain responses. That is, the gains of the dual-response receiver in each response are
equal to each other and to the gain of the single-response receiver. When connected to
noise-tree input terminations, let the total noise power outputs of the two receivers be
the same. Since their gains are the same, both receivers have the same TP rating.
However, the value of 6 for the dual-response receiver is 2, so the Tb rating of the dual-
response receiver is only half that of the single-response receiver.

An index of receiver noise performance should be monotonically related to the output
signal-to-noise ratio for a constant value of input signal. The equal T. ratings of these
two hypothetical receivers correctly describe their relative performance when the input
signal power is the same for each, and the input-termination noise temperature is zero.
The Tb ratings would erroneously indicate that the performance of the dual-response
receiver is better under these same conditions. With a nonzero temperature of the input
termination, the overall noise performance of the dual-response system is poorer, a fact
that the definition of T. takes into account, so that from this particular point of view it
has some virtue.

On the other hand, when the signal power spectral density is uniform over a frequency
range encompassing both responses of the dual-response receiver, as in some radiometry
applications, the Tb ratings are a significant measure of the relative performance, as-
suming that the total noise entering tfie receiver fr.•m the antenna is in this case regarded
as "the signal," and that transmission-line noise is negligible. However, this statement
is based on a different definition of what Is meant by ýa constant value of input signal."
In terms of a constant value of signal power input, rather than uniform signal spectrum
density, the TP ratings are applicable.

As the foregoing discussion indicates, it Is difficult to rate the merit of a transducer
without considering its use in a system. The definitions of Te, T , and Tb are each
appropriate in different types of system applications. The only fully meaningful rating,
however, is the system Irnput noise temperature, TN,, defined by Eq. (21a) with R = 1,
for which formulas will be given in the following pages.

EQUATIONS FOR NOISE- TEM PERATURE EVALUATION

The system noise temperature Is expressed by Eq. (2) and subsequent more general
equations as the sum of contributions from the antenna, the transmission-line system,
and the receiver. Evaluation of the antenna noise temperature has been discussed in
Part I. In the following sections, evaluation of transmission-line noise temperature and
the receiver noise temperature will be considered, and equations for calculating the noise
temperature o0 a cascade system will be developed.
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TransmIssion-Line Noise Temperature

The derivation of Eq. (3), expressing the noise temperature of a linear passive four-
terminal network (e.g., transmission line or waveguide), has been given by Dicke (21) for
the case of matched load Impedance. Here Dicke's argument will be employed w%!thout
the matched-load restriction. The derivation will be given in terms of Fig. 5, which is
essentially a repetition of Figs. 2 and 3 except that the components are now specifically
assumed to be linear passive elements, at specified thermodynamic temperatures which
result in generation of noise power by each component in accordance with Nyqui.st's
theorem.*

SOURCE TWRLJITR ANU"VaA R LQ
LINEAR PASSIVE LINEAR PASSIVE FOUR- L;:4EAR PASSIVE
TWO TERMINAL rERMINAL NETWORK. TWO-TERMINAL
NETWORK. NOISE AVAILABLE LOSS LI, NETWORK. NOISE
TEMPERATURE THERMODYNAMIC TEMPERATURE TEMPERATURE T,,

T. NOISE !EMPERATURE T, REFERRED TO
REFERRED TO OUTPUT INPUT TERMINALS.

t1 TERMINALS J,

Fig. 5 - Arrangement of linear passive networks analogous
to components of a basic receiving system

If the thermodynamic temperature of the source in Fig. 5 is T., then its noise temper-
ature 's also T., since it is demonstrable from Nyquist's theorem that the noise power
density available from any linear passive source at temperature T" is kWT. watts per
cycle-per-second.

The networks to the right of J, may initially be assumed to be at zero thermodynamic
temperature, so that they generate no noise power. In this case the available noise power
at J2 is k T B/L, where B is the bandwidth and L, is the available loss of the four-
terminal network. As previously noted, L, is in principle the product of the dissipative
loss and any mismatch loss that may c;-.ýt at .J, , as giveni by Eq. (15).

Now suppose that the thermodynamic temperature of the four-terminal network io
made equal to T. all other temperatures remaining as before. The entire system to the
left of point J 2 may now be regarded as a single linear passive network at temperature
T., and hence the available noise power at J2 I•ust be k T, B, by Nyquist's theorem.
Since the contribution of the source at the left of .;1 to the available power at J.2 must
still be the same as before (on account of the assumption of linearity of the system), the
contribution of the four-terminal network, Pr , is the difference

P = Ic T, B = Ik Tan - k T. B/L, (34)

from which it is deducible that

Tr - Ta (1 - /.).(134a)

'SThp reader is assumed to be acquainted with this most basic proposition, which states
that if a resistance R is at thermodynamic temperature T, a root-mean-square noise
voltage equal to f4kTRH will appear across its open terminals, where k is Boltzmann's
constant and B is the bandwidth.
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Because of the linearity of the system, it is auvarent that the noise p~ower contributions of
each of the two portions of the system must be independent of the thermodynamic temper.-
ature of the other. Therefore, if the four-terminal network is at any thermodynamic
temperature. Tt I its noise tinipoerniure T, will be given by Eq. (34a) with T, substituted
in place of T., which then becomes the same as Eq. (3). This is the result that, was to bem
demonstrated. It will be noted that this has been done without any restriction as to
matched impedances ai" either jor .12, by employing the concepts of available power
and available loss.

It may seem strange that a mismatch at j, affects the noise temperature of the net-
work referred to the point J2 . Since Nyquist's theorem expresses noise voltage and
power in relation to a dissipative circuit element, it might seem that the noise temperature
should depend only on the dissipative loss of a circuit. But in the case of a four-terminal
network it must be realized that the Internally generated noise is delivered to two external
loads which are effectively in series, i.e., to the circuit component to the left of jas
well as to the one to the right of J2 . Because of this series relationship, the impedance
relationship at J, certainly would be expected to influence the power available at Jand
definition of L, as the available loss, in Eqs. (3), (34), and (34a), expresses this fact.

It is evident that Eqs. (3) and (34a) specify the noise temperature at the output termi-
nals. The noise temperature referred to the input terminals would be obtained by multiplying
the output temperature by Lr. Tr is evidently a spot-frequency noise temperature; i.e.,
if L, is frequency dependent (as it may well be), so must also be T,

Receiver Noise Temperature

The evaluation of receiver noise temperature is ordinarily a laboratory measurement
problem. The techniques are basically the samec as those of noise-factor measurement
(25). Th e relationship between noise-factor and noise-temiperature measuring procedures
is indicated by the equations that relate these quantities.

The IRE-definied effective input noise temperature, T., is related to the receiver noise
factor, i~f by definition as follows:

Actually the definition relates T. only to the spot noise factor, so that T, is implied to be
a spot noise temperature. However, it is often used as an averagre noise temperature In
system noise temperature equations, such as Eq. (21, although as previously mentioned
it is then applicable only to single-response receivers. Its use as an average temperature
is usually Justified by the approximate equality of spot and average noise temperatures
under ordinary conditions (see Appendix A).

Multiple -response receivers are characterized by either T~ or T. as previously
discussed and defined; see Eqs. (31) and (33). The relationships of the principal -response
input noise temperature, T,, , and the broad-band~ input noise tem-peraturie, T1,,13 to the IRE-
defined noise factor _ý_, as derived in Appendix B, are

p N !3) To (35)

/3 + TP,/T, (35a)

Th (WF/3 - I ) T. (36)

N? pii 1 TVTt (36a)
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're, TP, and Tb are all receiver input noise temperatures. It may occasionally be
required or desired to characterize the receiver by an output noise temperature. In
accordance with the referral principle, in the case of a single-response receiver the output
temperature would be the input temperature Te multiplied by the available gain of the
receiver at the nominal response frequency. In the case of a multiple-response receiver
it would be T, or 13Tb multiplied by the available gain at the nominal frequency of the
principal response.

Cascade Formulas for System Noise Temperature

The noise temperature of the simplest form of cascade receiving system, consisting
of an antenna, transmission line, and single-response receiver, has been given in Part I:

TN = T./L, + Tr + T. (2)

where T. is the antenna noise temperature, L, is the available-loss factor of the receiving
transmission line, T, is the effective output noise temperature of the transmission line,
and T, is the effective receiver input noise temperature, all evaluated at the nominal
response frequency. That is, the quantities on the right-hand side are spot-frequency
values, but are treated here as average values on the basis of the relations given in
Appendix A.

A generalization of this equation for a receiver having s input responses c.n be made
by applying the results of Eq. (28) to the antenna and transmission-line noise temperatures,
and using the principal-response input noise temperature., P, in place of T:

TN - T + [c( f1 )/G,(r,)j [T.ff.)/L, f + T,(f i)1 (37)
i~i

where G(f ) is the conversion gain of the receiver at the nominal frequencyof the ith
response. fp .is the nominal frequency of the principal response, and Tr(f! ) is given by

Tr - 't (1 - l/Ld) (3)

with Ir evaluated at fi-

Eq. (37) is not exact, but is a practical working formula based on assumptions that
are usually justifiable, as discussed in connection with Eq. (28), and in Appendix A.

TN in both Eqs. (2) and (37) is referred to the receiver input terminals, and assumes
that the system consists solely of the three components: antenna, transmission line, and
receiver. Any receiving system can be represented in this way, by considering the
"transmission-line" as a catch-all containing any and all components interposed between
the antenna and receiver (for example, a duplexer, hybrid junctions, tuning stubs, ferrite
phase shifters, rotating joints, and the like). It is also possible, however, and it may in
some cases be desirable, to consider the system as a cascade ot many components. A
formula for the noise temperature of such a system will be derived, and Eq. (2) will be
shown to be a special case ot this more genei-al expression.

Figure 6 is a schematic diagram of such a system, in which n components precede
the system-noise-temperature reference point, and r, components follow it. Each com-
ponent is characterized by a component noise temperature, representing its contribution
of available noise power at its n input or output terminals. It is convenient to refer
the noise temperatures of components preceding the reference point to their
terminals, and those of comnpannnts following the reference point to their input terminals.

This convention is assumed here. In the formula to be developed, the noise temperatures
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of components preceding the reference poini will be dusignated by ihe subscript -', followed
by a running index j i, 2, 3 .... n denoting the position of the component in the cascade.
The noise temperatures of components that follow the reference point will be designated
by the subscript F. followed by a running index k = 1, 2, 3 ..... n. Thus a noise
temperature denoted by the subscripts Pj is defined by Eq. (24), while one with the sub-
scripts Fk is defined by Eq. (25). Equations (26) and (28) may be applied when the
assumptions made for Eq. (37) are valid.

iii j:2 i3 jn k Ik=1 k ~m-I --m

"JP, J.,2 J•R JFlim-) JF.

(REFERENCE
POINT

Fig. 6 - Receiving system with n components preceding the
reference point and m components following it

Each component will be characterized by either an available gain or an available loss.
Since the loss factor, L, is simply the reciprocal of the gain factor, G, either symbol
could b7 used throughout the formula. it is convenient, however, or rather, customary,
to use the gain factor to represent gains greater than unity, and loss factor to represent
gains less than unity. In a general representation, it is of course not known whether a
specific componcnt will have a gain or a loss, in this sense. However, when the reference
point is chosen as the receiver input terminals, it is most likely that preceding components
will be characterized by loss and following components by gain. Hence, the formula will
be written as though this were true. However, because of the equivalence of gain factor
and reciprocal of loss factor, this does not represent a restriction on the generality of the
formula. The same subscript notation will be used for the gain and loss factors as for the
noise temperatures of the components.

As indicated in the discussion of the referral concept, each individual or component
noise temperature is referred to the system-noise-temperature reference point, J, in
Fig. 6. by multiplying or dividing the component noise temperature by the net available
power gain factor that applies to the portion of the system between the component-noise-
temperature reference point and the system- noise -temperature reference point. The
component noise temperature is multiplied by this gain factor (or divided by the net loss
factor) if the component precedes the system reference point, and divided by the net gain
factor (multiplied by net loss factor) if the component follows the system reference point.
It will be apparent that these principles and conventions lead to the following formula for
the system noise temperature, TNI, (with R ý n):

n- r-2 _n r".IR LP r T 1L,)' + TP + Ti + k It

Since this notation may not be universally understood, an example of expansion of this
formula for the particular case n = 4 and m = 3 will be given:

TNR = I IL2L3P + TP 2/LP3LP4 + +P/P ' TP ' r rF2 /'GFI + TF3/GrIGF 2 - (38a)

Moreover, Eqs. (2) and (37) are special cases of Eq. (38), where n = 2 and m-- I.
T. corresponds to TI 1, T, to Tp2 , L£ to L, 2 , and T. to T,,. In Eq. (37), T., and T,,,
are represented by summations.
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Special Rule Concerning Dissipative Loss in the Antenna

The antenna noise temperature, T., is ordinarily considered to account only for tne
noise power received by the antenna from external radiating sources. it does not (as
here construed) take into account the thermal noise that will be generated if there is
dissipative loss in the antenna. Although many types of antennas have negligible ohmic
loss, this is by no means always the case. Some types of arrays, for example, have
complicated transmission-line or waveguide feed structures. In some cases there may
even be deliberately lossy elements in an antenna system, to terminate an element and
avoid reflection, as in rhombic antennas and in waveguide slot arrays. Some types of
phase-shifting devices (e.g., ferrites) may incur appreciable dissipative loss. Generally
all of these types of lossy elements are regarded as part of the antenna system, and thus
affect the noise power available at what would nominally be called the antenna terminals.
In terms of Fig. 2, these lossy elements could be regarded as being within the block
labeled antenna, and In Fig. 6 in the block for j 1 . But, if they are regarded as being
thus located, the correct noise temperature to be assigned is not T,, but rather an
effective value given by

Ta(eff) = T,/L +- Tt(1 - i/La) (39)

where La is the ohmic loss of the antenna and Tt is its thermodynamic temperature.

This way of handling the matter seems less desirable (to the author) than an alterna-
tive method, in which the antenna is defined as comprising only the radiative (or, more
properly in the present context, receptive) aspects of the physical structure generally
regarded as the antenna. The "antenna terminals" may be thought of as located at the
radiating surface of the antenna, beyond any conducting or dissipative portion of the
structure. There may be no unique "point" in the antenna meeting this definition of the
antenna terminals, but nevertheless the concept is a usable one. In terms of this defini-
tion of the antenna, an antenna temperature calculated in the general way described in
Part I (e.g., a value given by Fig. 1) can lie assigned as the noise temperature of the
i = 1 block in Fig. 6. instead of going througi" the modification indicated by Eq, (39).
Then, the j= 2 block can be used to represent the dissipative portion of the antenna,
with TT, 2 - Tt (1 - 1/Lb) and, of course, 1P2 = L,. Or, in terms of the still simpler
representation of Eq. (2), the dissipative portio:a of the antenna can be regarded as part
of the transmission line; that is, L. can be cornnined with the further losses of the trans-
mission line system to arrive at a total loss factor, L., for use in Eq. (2). This is feasible
when the thermodynamic temperatures of thec lossy elements of antenna and of the trans-
mission line are approximately the samc.

To show the feasibility of this method, consider a system for which, in terms of Fig. 6,
n ý 3 and m = 1, where i = i represents the antenna in the special sense just defined, j = 2
represents the antenna losses, j = 3 represents the transmission line, and k = 1 represents
the receiver. Let

TpI = T.; TP 2 = Tt 2 (1-1/L.), Lp 2 = La; Tp 3 =-T 3 (li/Lr); LP 3 =Lr; TF1 e-

Then from Eq. (38),

TN - T 8 /L.aTr + Tt 2 (-lt/La)/L, + Tt 3 (1-1/Lr) + TL (40)

where T 2 and T'I3 are the thermodynamic temperatures of the i = 2 and j - 3 blocks of
Figs. 6. Now if T, 2 = Tt 3 = T, , this can be written

Tr = T./(LL,) + T, (I - 1/(LaLr)] + TL (41)
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which is seen to be the same as Eq. (2) except that L, has been replaced by LaLr. Thus,
in the convention here proposed, I., in Eq. (2) may be interpreted as representing the total
loss of the antenna and transmission line, subject only to the condition that the lossy ele-
ments of each are at the same thermodynamic temperatures. By an extension of this argu-
ment it is evident that any number of cascaded linear passive four-terminal networks can
be lumped together in this way if their thermodynamic temperatures are all the same, or
for practical purposes, nearly the same. This is the justification for employing the simpler
Eqs. (2) or (37) Instead of Eq. (38) when the "transmission line" may actually consist of a
number of distinct cascaded elements.

The advantage of this way of handling antenna loss is that it permits the antenna noise
temperature, in the sense that the term is generally understood, to be entered directly into
either Eqs. (2), (37), or (38), instead of first being modified by Eq. (39). It is also com-
patible with the usual method of calculating received signal power for a given spatial power
density at the antenna and the so-called receiving cross section of the antenna, in the sense
that the value of received signal power thus obtained is also multiplied by 1/(LaLr) in order
to obtain the available signal power at the receiver input terminals. In other words, this
convention lends Itself well to the problem of calculating signal-to-noise power ratio at the
receiver terminals, as will be discussed subsequently In more detail. At the same time, it
is not to be implied that this is the only way to handle the matter; either way is equally
"correct," and it is really a matter of personal opinion as to which Is the more logical and
simple.

System Noise Temperature as a Figure of Merit

As has been indicated, the numerical value of the system noise temperature as here
defined depends greatly upon the reference point chosen. Once this point has been specified,
the system noise temperature becomes an index of the low-nuois merit of the system, In
the same sense that noise factor has for many years been an index of the low-noise merit
of the receiver proper.* However, this value of system noise temperature cannot be used
for comparison of one receiving system with another unless a special reference point Is
chosen, namely, the antenna terminals in the sense defined in the foregoing section.
There is no other unique point within a receiving system that will serve this purpose, as
may be demonstrated by considering simple hypothetical cases. At first it might be
thought that the receiver input terminals would be such a point, but it is possible to show
that two nonidentical systems having identical system noise temperatures referred to
the antenna terminals could have different system temperatures referred to the receiver
input terminals. In such a case it seems apparent that the former system temperature
is the more valid index of the low-noise merit of the systems, because it can be shown
that if the two systems have Mhe same available signal power at the antenna terminals,
they will also have the same signal-to-system-noise-power ratio at the output.

*This role may now also be assumed by the receiver input noise temperature which, as
others have pointed out, is a more appropriate and sensitive index for low-noise receivers
since it directly corresponds to the receiver self-noise power level, while the noise factor
corresponds to the level of receiver self-noise (referred to the input terminals) plus the
noise of a standard-temperature source. For a discussion of this matter, see the cor-
respondence of D. R. Rhodes and T. E. Talpey, "On the Definition of Noise Performance,'
IRE Proc. 49:376-377 (Jan. 1961). See also Rcf. 28.
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Because of this consideration, it might be contended that the term "system noise
temperature" should imply only this reference peint. tlAwever, the value calculated byEq. (38) for any reference point is called system noise temperature in the sense that itrepresents the composite effect of all the individual noise sources in the system. In
system performance calculations, where the need is to calculate a system signal-to-noise
ratio, one reference point is as good as another, and the traditional one has been thereceiver input terminals. Frankly, it was for this reason (tradition) that this reference
point was chosen in writing Eq. (2) and making it the basis of a radar range calculation
procedure (1,2); the input terminals could have been chosen just as well, but at the time,
the idea of system noise temperature as a figure of merit for comparing different systems
had not been considered (by the author).

The formula for the system input noise temperature, in the notation of Eq. (38), is

TN1 =T., T ¥ - TIk (T./ - (42)

I=L Lt-ý

where "a corresponds to T"P in Eq. (3•). The bar above ,• is used to denute the factthat an average temperature is meant, although ordinarily the spot temperature may beused (but in the case of a multiple-responsc receiver T. would be given by an expressionof the form of Eq. (28)). TFI is the n.u.t average noise temperature of the first system
component beyond the antenna, and would typically represent the lossy elements of theantenna if there is antenna dissipative loss; otherwise it would ordinarily be the effectiveinput temperature of the first transmission-line component. Or, it may be regarded asthe input temperature ot, the combination of all the transmission-line components, in-cluding lhssy elements of the antenna, as in Eqs. (2) and (37). The equivalents of these
three-component-system equations in terms of system input temperature are

r + J. (' + (43)

and

T ( T T+ fI /r( f f] [T( f) + L, fi ) r,(fJ (44)

which represent the case , 2 in Eq. (42), Eq. (43) being for a single-response system
and Eq. (44) for a multiple-response system.

If the system input noise temperature is used in system performance (i.e., signal-to-noise ratio) calculations, care must be taken that the received signal power is referred
to the same point. It must also be borne in mind that the -effective" antenna temperaturegiven by Eq. (39), which includes the effect of antenna dissipative losses, cannot be used
in Eqs. (42), (43), and (44); the antenna-temperature terms of these equations denote thetemperature resulting solely from external radiating noise sources, typically represented
by the values of Fig. 1.

Moreover, if the system input ,iuize temperature is to be used for comparing the
noise performance of different systems. identical assumptions must be made concerningthe external noise environment. Therefore some generally accepted standards are needed.along the lines of the assumptions made in calculating the curve of Fig. 1, although it is
not contended that these are the best possible assumptions for this purpose.
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Alternatively, the low-noise merit of systems may be compared on the basis of a
system input temperature given by Eq. (42) with the T. term omitted. This temperature
would ix, representative of the low-noise inerit (if thu receiving -yiemn exclusive of the
antenna. A suitable special name for this temperature might be "local-system input
noise temperature." Of course this may also be regarded as the receiver input noise
temperature, if the receiver is defined as the entire assemblage of components including
transmission line. However, the puipuse of this discussion is not to propose definitions
or terminology, but rather to point out the technical factors that must be taken into account
in rating systems.

SIGNAL- TO- NOISE -RATIO COMPUTATION

The ultimate objective in analysis of the system noise power is the calculation of
signal-to-noise ratio. If (from either experiments or calculation based on information-
theory considerations) the minimum observable or detectable signal-to-noise ratio is
known, and if the spatial and spectral power densities of the signal impinging upon the
receiving antenna for given radiated power density and propagation conditions can be
calculated, the maximum useful range of the system can then be determined. A radar
range equation incorporating the system noise temperature of Eq. '2) is given in Refs. 1
and 2, but it is not there shown how it is derived from basic principles. This will be
done here in a brief fashion, utilizing the notation of Kerr (14).

Radio and Radar Equations

Initially it will be assumed that the soatial power density of the signal at the receiving
antenna, designated -, (watts per snu-'e meter), is known. The signal power captured
by the receiving antenna is then

p : ' A •(45)
ra r C

where A. is the receiving-antenna capture area (square meters). This quantity is related
to the receiving-antenna power gain by the well-known formula

A 4 (46)

Hence,
Sr ,, , .2

Fa .. (47)

This is the available signal power at the antennt terminals. If the definition of A in
Eq. (45) is taken to mean that P, is the power extracted by the antenna from the passing
wave, ý;r must be defined as the "pattern gain' of the antunna, also called 'directivity"
or "directive gain." It is the gain that is applicable to the definition of "the antenna"
described in connection with accounting for antenna losses in system noise temperature
calculation, in which antenna dissipati~v ius5zes are separated from the purely receptive
function of the antenna. The signal power calculated using this gain figure, P, divided by
the system input noise temperature of Eq. (42). gives the output signal-to-noise ratio.



NAVAL RESEARCH LABORATORY 41

If the system noise temperature is referred to auy later point in the system, as it is
for example in Eq. (2), then the available received signal power at this reference point is

S, Gr X2

Pr 4 7y L (48)

where Lr is the overall available loss (including that due to the antenna itself) between
the antenna and the reference point, and the output signal-to-noise ratio is

P r S G,

k TN B 4 Tr L, k TN B (49)

Although this expression was obtained as the ratio of the available powers, it is also the
ratio of the actual powers, since both signal and noise are subject to the same mismatch
loss. (It might at first be thought that this would not necessarily be true in the case of a
multiple-response system, in which the mismatch ratio might be of different value at
different responses; but this effect would be taken into account in the proper evaluation
of the quantities in Eq. (37) in terms of available power ano available gain.) This
observation indicates the basic reason for employing the available-power concept.

It has been assumed that the system bandwidth is sufficient to pass the desired signal
without appreciably changing its frequency spectrum. If the bandwidth is greater than this
value, no bandwidth correction need be made to the resulting calculated value of signal-
to-noise ratio. If the bandwidth is too small, a correction to P,, or P, is necessary,
a reduction reflecting the effective signal-power loss due to the insufficient bandwidth.
The effect of a larger-than-necessary bandwidth is automatically reflected in the signal-
to-noise ratio through the presence of the factor B in the derominator of Eq. (49).

As is well known, for a pulse signal of specified waveform, there is an optimum width
and shape of the receiver passband (1,2,9). The method of handling the effect of band-
width on the signal-to-noise ratio in Refs. 1 and 2 is to assume that the optimum bandwidth
has been used, and then to apply a bandwidth correction factor, Cn. Also, in the range
equation, a quantity denoted "visibility factor" has been used in place of the signal-to-
noise power ratio. It is defined as the ratio of the signal pulse energy to the noise power
per unit bandwidth. This definition is advantageous in that it simplifies the range equation
and allows a particularly desirable form of bandwidth-correction factor to be used. This
highly specialized notation that has been developed for radar calculations is simply another
way of expressing the results described here. The relationships of the visibility factor,
signal-to-noise power ratio, and different bandwidth-correction factors are given in
Ref. 1.

Equation (49) can be expanded for specific types of systems. If the received signal
is from a radio transmitter of output power P. watts, connected to an antenna of power
gain Gt through a transmission line of loss factor Lt. well-known principles of wave
propagation lead to the following expression for the spatial power density of the signal
at a receiving point R meters distant:

Pt G F2

4 n R2 L, L.

where F is the pattern--propagation factor, as defined by Kerr (14), and L, is a propagation-
medium absorption loss factor. Inclusion of L. here assumes that F does not take absorp-
tion losses into account. Values of L. as a function of frequency for the case in which
one terminal of the propagation path is ground-based (or at low altitude) are given in
Ref. 3. The values given are in decibels and are for the radar case of two-way transit
of the propagation path; therefore, these decibel values should be halved for application
to a one-way communication circuit. The symbol L. will be used indiscriminately in
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the equations that follow to apply to the total absorption loss; i.e., for one-way systems,
the one-way loss will be meant, and for two-way systems the two-way loss will be meant.
Therefore a complete expression for the signal-to-noise power ratio of a one-way radio
system is

Ptt G, G.1,2 F2

s/N -- , (51)
(4 7)2 R2 Lt L. U TN (1

For the monostatic radar case, if the target has a monostatic radar cross section am
square meters, the corresponding equation is

Pt G, r C.m X
2 F

4

SIN = (52)
(4 W)3 R4 Lt Lr L. W TN 5 B

These equations can of course be rearranged to express the range at which a specified
signal-to-noise ratio will be obtained. inserting the minimum useful (observable, audible,
detectable, etc.) value of S/N then gives the maximum useful range of the system.

For a bistatic radar or communication system based on reflection from a satellite,
if the distance from the transmitter to target or satellite is RI, and from target or
satellite to receiver R2 , and if the pattern-propagation factors for the two paths are F,
and F2, the equation is*

= t Gt rab 2 F F2
s/N Pt ( rOa)1

(4 .) 3•R RI2 Lt L¼ La k TnB

where aL is the bistatic radar cross section of the target or the analogous quantity for
the satellite. (If the latter is a perfectly reflecting sphere of radius r, the value to be
used for ob is / r 2 , assuming r > > X).

These equations are for the signal- to-noise ratio on an instantaneous basis, and do
not take into account any signal processing techniques of the type generally classified as
integration or correlation which may result in an improved signal-to-noise ratio; i.e.,
these equations give the signal-to-noise ratio before processing of this kind.

Multiple-Signal- Channel Systems

In most radar and radio communication applications, one response of a multiple-
response system is uzed for signal reception (the principal response), and the others are
termed spurious responses. In the original draft of this report, only such systems were
considered. It is of some interest, however, to consider how signal-to-noise ratio would
be computed, utilizing the noise-temperature definitions assumed in this report, when
signals are received in more than one channel. A more comprehensive discussion of
this subject is given in Ref. 28 in terms of slightly differen't noise-tempfle.. 4urv deilnitions.

If signal power is received via more than one input response (as in radiometry), the
value of P, Ilil Eq. (47) and of P, in Eq. (48) should be multiplied by the ratio of (a) the
total signal power output of the heterodyne converter within the passband of the succeeding
portion of the system to (b) that which would have resulted if only the principal response
accepted signal. If the signal power spatial density impinging upon the antenna is of uniform
spectral density over the total range of signal acceptance and if the signals in the various
responses are uncorrelated in rf phase, this ratio will simply be that of (a) the som of the
signal-power gains of all channels that accept signal to (b) the principal-response gain.



NAVAL RESEARCH LABORATORY 43

ACKNOWLEDGMENTS

The author is grateful to many persons for helpful comments on specific aspects of
the report, and especially to Lee E. Davies of Stanford Research InstituL (:) foruggeSting
several topics that needed a more careful and detailed exposition than they are usually
accorded, and for indicating the general course that such an exposition should follow.
Thanks are also extended to John E. Gibson of the Naval Research Laboratory for assistance
on several matters, to M. T. Lebenbaum of Airborne Instruments Laboratory for helpful
discussion of multiple-response systems, and to R. J. Adams of the Naval Research
Laboratory for reviewing the manuscript and making valuable suggestions.



RE FERENCES

1. Blake, L.V., "Interim Report on Basic Pulse-Radar Maximum-Range Calculation,"
NRL Memo. Report 1106, Nov. 1960

2. Blake, L.V., "Recent Advancements in Basic Radar Range Calculation Technique,"
IRE Trans. MIL-5, No. 2, pp. 154-164, Apr. 1961

3. Blake, L.V., "Radar Attenuation by Atmospheric Oxygen," paper presented at URSI-
IRE meetings in Washington, D.C., May 6, 1959 (Commission 2, Tropospheric Radio
Propagation), and "Curves of Atmospheric Absorption Loss for Use if- Radar Range
Calculation," NRL Report 5601, Jan. 1961

4. Blake, L.V., "A Note on Selection of an Atmospheric Refractivity Model for Radar
Range-Height-Angle Charts," NRL Report 5626, Apr. 1961

5. Pawsey, J.L., and Bracewell, R.N., "Radio Astronomy," esp. pp. 94-101, Oxford
Press, 1955.

6. Matt, S., and Jacomini, O.J.. "External and Internal Noise for Radio Receivers,"
General Electric Advanced Electronics Center Report R55ELC8 (Cornell Univ.,
Ithaca, N.Y.), Feb. 18, 1955

7. McCoy, C.T., *"Spare Communications," Philco Corp. Research Div. Report 279,
Nov. 15, 1958, revised Jan. 10, 1959

8. Hogg, D.C., and Mumford, W.W., 'The Effective Noise Temperature of the Sky,"
The Microwave Journal 3:80-84 (Mar. 1960)

9. Lawson. J.L., and thlenbeck, G.E., 'Threshold Signals," Vol. 24 of the MIT Radiation
Laboratory Series, New York:McGraw-Hill, pp. 103-108, 1950

10. Roman, N.G., "Cosmic Noise Background with High-Gain Antennas," Report of NRL
Progress, p. 19, nfrc. 1956

11. Gardner, R., 'Antcnna Noise Temperature Study," Airborne Instruments Laboratory
Report 3304-11, Nov. 1957 (NSA Contract DA-49-170-SC-1547)

12. Strum, P.D., "Considerations in itigh-Sensitivity Microwave Radiometry," IRE Proc.
46:43 (Jan. 1958)

13. Ewen, H.I., "A Thermodynamic Analysis of Maser Systems," The Microwave Journal
2;41 (Mar. 1959)

14. Kerr, D.E., et al., "Propagation of Short Radio Waves," Vol. 13 of the MIT Radiation
Laboratory Series, New York:McGraw-lill, pp. 34-41, 113-140, and 396-444, 1951

15. Ko, H.C., "The Distribution of Cosmic Radio Raclkground Radiation," IRE Proc.
46:208 (Jan. 1958)

44



NAVAL RESEARCH LABCORATORY 45

16. Brown, R.H., and HMazard, C., "A Model of the ]Radio-Frequency Radiation from thie
Galaxy," Phil. Mag. 44:939 (Sept 1953)

17. Hansen, R.C., 'Low Noise Antennas," The Mic:owave Journal 3:19 (June 1959)

18. Van De Hulst, H.G., "A Course in Radio Astronomy," Leiden Observatory, Leiden,
Netherlands, Chap. VI, 1951

19. Millman, G.H., "Atmospheric Effects on VHF ,nd UHF Propagation," IRE Proc.
46:1492-1501 (Aug. 1958)

20. Little, C.G., and Leinbach, H., "Some Measure merits of High-Latitude Ionospheric
Absorption Using Extraterrestrial Radio Waves," IRE Proc. 46:334 (Jan. 1958)

21. Dicke, R.H., et al., "Atmospheric Absorption h/easurements with a Microwave
Radiometer," Phys. Rev.70:340(1946) - also, NI TRadiation Laboratory Report 1002,
"The Absorption of Atmospheric Water Vapor in the K-band Region," Jan. 15, 1946

22. Hogg, D.C., 'Effective Antenna Temperatures ctuo to Oxygen and Water Vapor in the
Atmosphere," 30:1417 (1959)

23. Friis, H.T., "Noise Figurcs of Radio Receivers," IRE, Proc. 32:419 (July 1944),
and "Discussion," by D.O. North and H.T. 11rftii, IRE Proc. 33:125 (Feb. 1945)

24. North, D.O., "The Absolute Sensitivity of Radio Receivers," RCA Review 6:332-343
(Jan. 1942)

25. IRE Standards on Receivers, 52 IRE 17. S1 (Defiitions of Terms), IRE Proc. 40:168
(Dcc. 1952) also, IRE Standards on Electron D~vices, 53 iRE 7. Si1 (Methods of
Measuring Noise), IRE Proc. 41-890-896 (July 1953); IRE Standards on Electron
Tubes: Definition of Terms, 1957, 57 IRE 7 . S2, IRE Proc. 45:983 (July 1957);
IRE Standards on MLthods of Measuring Noise in Linear Twvoports, 1959, 59 IRE 20. S1,
IRE Proc 48:60 (Jan. 1960)

26. Llewellyn, F.B., "A Rapid Method of Esti.iatin g the Signal-to-Noise Ratio of a High
Gain Receiver,- Proc. IRE 19:416 (Mar. 1931). See also Herold, E.W., RCA Review
6:332 (Jan. 1942).

27. Evett, W L.; "Communication Engineering," New York:McGraw-Hill, 2nd ed., p. 47,
1937

28. Haus, H.A., et al., "System and Receiver Noist• Performarice Clinic," Digest of the
IRE PCMTT Symposium, held at Washington, ED.C., May 17, 1961, pp. 53-57



APPENDIX A

PROOF OF EQUALITY OF SPOT AND AVERAGE NOISE TEMPERATURES
UNDER CERTAIN CONDITIONS

In Part II it is stated that the average temperature over a passband and the spot
temperature at the nominal frequency of the passband are equal if (a) the spot temperature
has a constant value over the passband, or (b) the spot temperature varies linearly over
the passband, the gain-frequency function is symmetrical about a center frequency, and
the center frequency is the nominal frequency. Proofs of statements (a) and (b) for a
single-response system, based on Eq. (24), follow. (For convenience, the subscript j.
will for the most part be omitted.)

Case (a). Let T( f) in Eq. (24) be constant. Designating the nominal frequency of th,
passband by fo, Eq. (24) then gives

Trf) ',(f) df T(fo) ;(f) cIr
-- -( A l )

BN 4(fo) B, (f,)
and since, from Eq. (17)

Nf (A 2 )

this reduces Lu T T- T( f0, as was to be proved.

Case (b). Let T( f) vary linearly., so that it can be expressed as

T( f) = T( fo) - C (f - fo) (A3)

where C is the slope of T f ). Also, let ',( '. be symmetrical about f

Now express these relationships in terms of a new variable fo

T(:) T(f 0 ) C (A4)

(A5)

Hence the numerator of Eq. (24) may be written

T(fC "f) df - f -f
'0 J -f

j. f W.A

Now, since ý is antisynim etric and ., • is symniet'ric about -. n, the second integral

is zero, assuming that o ) - for f,. Also.

46
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Applying these results to Eq. (24) again gives 'T - T(f 0 ), as was to be proved.

In the case of a multiple-res•ponse system, it is similarly demonstrable that T is the
sum of the spot-temperature values in the individual passbands, with each such value
weighted by the ratio of the gain for that passband to the gain In the principal-response
passband, as indicated by the summations of Eqs. (28) and (29).

The eff.ct of the factor hi i of Eq. (28), or bi of Eq. (28a), has been ignored in this
proof - i.e., assumed equal to unity. This is equivalent to saying that bj = 1 is
ano•iher condition that should in prin(cplc have been stated at 'ie outset, but it is not a
condition of any practical importance.



APPENDIX B

DERIVATION OF RELATIONS BETWEEN NOISE FACTOR
AND NOISE TEMPERATURE

The IRE definition given in Ref. 25 of "noise factor at a specified input frequency"
(spot noise factor), as applied to a .multil)e-rep.nr..e twoport transducer, is: "The
ratio of (1) the total noise power per unit bandwidth at a corresponding output frequency
availabie at the output port when the noise temperature of the input termination is standard
(290 3 K) to (2) that portion of (1) engendered at the input frequency by the input termination."

As the ensuing discussion in Ref. 25 of measurement methods explains, the phrase
"engendered at the input frequency" excludes from portion (2) of the definition the "noise
from the input termination which appears in the output via ... image-frequency trans-
formation." That is, only that noise from the input termination reaching the output via
the principal response is included.

If the output noise power is observed within a narrow frequency band 6 f centered at
the output frequency corresponding to the specified input frequency, f, , the output noise
power, portion (1) of the definition, c:onsists of two parts. One is doie to the input termina-

tion (at the standard noise temperature, T0 = 2901Q, and the other is duo to the noise
sources within the tr'nisducer itself. The sum of these two parts c:onstitutcs portion (1)
of the noise-factor definition.

'in terms of the quantity ;' defined by Eq. (31) of this report, the first of these parts

is 'j k 170 f ,(f), where is Boltzmann's constant and G(f,) is the transducer
conversion gain ;.t the input frequency f1' -The second part may be expressed in terms
of the quantity defined as [p, the principal-response input noise temperature, as

k T bf G( fI).
Portion (2) of the definition is simply t- -!0 "'.f G( f I). Therefore the noise factor FT

is

il 'r1", ýf o(ff) + k Tr_,df f) (81)

k To 6f G(fi)

N-I - , PT, %o (35a)

which, as the numbher indicates, is Eq. (35a) of the report. From this, Eq. (35) is obtained:

T (N- To (35)

and since by definition

T = ( -i) T,(4)

it is immediately deducible that

1, 4 TP + (/3 - I) To (33a)

48
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which conforms to the statement that T, expresses the intrinsic transducer n.ise plus

the contribution of the standar'd-temperature input termination via the spurious responses.

It may be helpful for understanding the significance of T, in the multiple-response
case to write Eq. (4) in the following way:

Tc 'ro ýr.T'R. - I + --f (B2)

T0

Multiplying both numerator and denominator by k 4f G( f ) results in an equation
analogous to Eq. (Bi):

' -r "( f , + - r, 6f G(f 1 )NI-7 : . . . . . . .. .. . . .. (B 3)4.T ff)

Comparing Eq. (B3) with Eq. (B1) it is apparent that the portion of the input-termination
noise l_•oWer due to the spurious responses,which is - I) T.( If ), has been
taken out of the first term of the numerator. Therefore, this noise power must be included
in the definition of 1 which appears in the second term of the numerator, in order that
the entire numerator shall represent the total output noise power.

The representation of the noise factor by Eq. (B1) is based on the author'z interpreta-
tion of the stated definition of noise factor, and is possibly controversial, although a
number of well-qualified engineers concur that it is a correct interpretation. Although
nobody whose opinion was sought uisagreed with the interpretation, there were some who
were not sure that it is correct. As a matter of fact. the formula given in the IRE Stand-
ards paper (Ref. 25) for the noise factor of a cascade system in terms of the comrponent
noise factors implies that the factor should be omitted from the numerator of Eq. (B1),
which would in turn make the definition of 'r conform to that of T, . However, the verbal
statement of the noise-factor definition, and the measurement method described for the
case of a heterodyne transducer, argue strongly that the factor belongs in Eq. (B1).

Table B1 is helpful in numerical evaluation of the quar-tity r<. when NI is given, or
vice versa. T may be detri , f ou rse b racting from it the quantity

The table also provides for numerical evaluation of the quantity T. receiving-
transmission-line output noise temperature, given the value of the loss factor L

expressed either as a power ratio or as a decibel loss.
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Table Bi1
Decibels, Power Ratios, arnd Effective Noise Temperatures

I. Thte first three columns are a standard table of decib~el values and 2. If the second column represents a toss ratio, L, the third cotuni: is
correspotnding power rattnn. The second cotumtn is the ratio corresponding Its reciprocal, whichoccurs iv the formula for the effective woise temperaturc
to a poaittv a decibtet vatue, and the third corresponds to a negative decibet Of a lousy receiving transmission tine or propagation medium:
vaiue.

It the given quantity Is a positive or negative decibel value greater than Tr w T, (I
tO,the first three colmmnsetay he used an fotlows, From the absotute oaueuL
of the given derthetI figure. Subtract 10n, where n is a positive Integer such
that the resuiting remtainder Is a positive numiber less than 10. In the table, where 

T
r Is !he effective noise temperature and Tt io the therma~l tprmtrt-

find the poser ratio rorresponding to isis der~i,ei remainder. If the original tore (Kelviv) ,,f the live or medluo. The fourth column as the resulting -sie
decibel vaise tspuustire, multIply this power ratio t)y ton: it negat Ive, by to-n. temperature. calculated lrom this equation, assuming Tt 2900K. IfIn ivtie

it tegienquntiylsapowr rllorealr tan 0 orles thn 0.. tjl- actual case T, has some other value, multiply the valuen of Tr by Tt /290.

tipty it by 10-nor o0n respectively. %here n Is the Integer required tobringthe 3. The second column also represents the receiver noise tuctor. W.
resulting power ratio within the rantge of raises found in the second and tti~ir expressed as a power ratio, corresponding to deciibel oise-factor raives
columnts. Lnsh up the decib~el value- tcnrrvsposmdir. to the resulting power represented 0;- the first columin. The fifb column is the corre~s.ending eitv'c-
ratio) and Increase its absoulue value ity Ion. tire receiver noise, temiperature, Te -iRr . I)TO. (To 290'K).

Power Iatin I Powe Rumn JPwer rRat osT1

tiecihets Tr TDfectibel Tr Te IDecthel Tr T

Ke00lvin1 .9 2ll K~elvin 'Keloin , Kelvin Keloin

0 .00100 .0 00 . .66 62 151 0.21 4.169 .2399 220 9
1

9t
0'0 .03.97 06 0672.3 1.698 S0888 1 119 202 634 .6 *2344 222 947

0.02 1.0046 .9951 1.13 1.33 2.4 1.738 .5154 123 214 6.4 4.365 I.2291 224 976
0.03 *.0069 .9931' 2.00 2.00 2.5 1 .776 .5623 127 226 9.5 4.467 I.2230 225 1 005

10.04 1.00:3 ."009 2.67 2.70 2.6 1.'820 .5495 t 31 236 6.0 4.57] .2168 227 10360.o5 1.0116 09886a 3.321 3.3 2.7 1.862 .5370 134 250 6.7 4.077 .2139 226 1 066
0.06 1 .0139 :9863 3.97 4.G3 I 2.0 1.905 .5248 138 262 6.0 4.786 .2089 29 08
0 .07 1t.0,692 .984 0 4.64 4.7 2 .9 1.95 0 .5129 141 276 6.0 4.898 .2042 21 130*.08 108 ~ . 9818 S.2 5.3 :2.0 3 1 5-CI2 14 2893 7. 5012 .19 23 16
0.09 1.0209 .9795 5.95 6.08 3.1 2.042 .4898 t4a 302 71A 5.129 .1905 233 1197
0.10 1 .0233 .9772 6.61 6.76 3.2 2.009 .4766 151 316 7.2 5.248 .1905 235 1232

0.0 I.G7 .955o. 34.5 13734. 2.6308 .45075501 15 346. .495 .1 240 1304i

0.5 09 94 2 1.. .2390246 160 479 9.2 5.623j .i177 246 16261
0.65 165 .8t 403 1.3 20.7 4.3 2.692 .43765 162 349 9.6 5,67541 At738 2470 67

9.70 1.0849 .922f1 i 43. 2 45.7 4.7 27344 .466 165 5909 7.4 58Pi8 .1498 240 141~i0.40 1.096 .0414 46. 54745 208:50I17 5705 709 t1 49 I 580.6 002 . 231 5 46 8 .50. 4.0 2.804 .24167 169 5460 67. 6.026 .136001.65 1.2102 .902228.51. 62.74 617 42 7. .I 62 2 905 1.20 .133. 3544.0 2.9512 .3381 192 [5 6 4i
7 9 . 41 :SI 1249 24 15490.5 1220 Raj2 34.53 9I6.2 4.d 7.52o .23890 194 5686 756 3h 22 l

0.95 1245 .63 57.0 30 , 4.9 3.090 .3823 i96 696 8. 6.9 7.7 .154200 '/0 lO
1 1 253 6.6 .147 24I .0 1426 .11640 59.7 7.1 5'.0 32.1692 .37152 198 62 7 490 16747125

1.20 .31% .7516 70. 92.2 8. :1 32 O 7.2 96.9!: .12024 25 248 1226

1. t74 1 74 75 0.I 4.4 2.754 .3631 185 6093.3 I851.17 26 '16
0 .45 1.360S .72414 79.9 10 54. 54 26 20 0 75047 231.4.1;.09 8. 2 .5 2.1:.546 12 16 287 573 I .5 6.0,~ 4132 2597 6321.6 !., .6931a 694.4 58. 4.6 2.24719 5.33 .25 2t 743 7.9244 .13096 0 81
1.7s 214 .67 922 5 6..7 2.9815 .238692 t2 7667 .7 7.4133  .107249 250 235

1. 1.5143 .Rc2 S3794 14 66. 5.9 3.602U .263 2194 563 8. 8 7.58! .11318 I 260 19240
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